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Preface 

The pandemic "Corona" has put us this year before a difficult time. With care we have 
kept to the hygiene rules not to get an infection with the virus Covid-19. With mask 
we have got into coaches and trains, have made our purchases or on work worked. 
Home office was the catchword of these days. The universities and research facilities 
have maintained only a small emergency company and lectures were held as online 
lectures. From home we have tried to do our scientific works. In 1-to-1 telephone 
calls or phone conferences we have organized with our colleagues the work and have 
discussed important results of the research. Under it the efficiency suffers what is 
easy to understand. 

In the beginning of the pandemic fell the deadline of our conference. Insecurity 
spread. The figures of the infected persons increased rapidly. The virus spreads out in 
more and more countries and was further carried by continent to continent. Soon 
stood the whole world in the spell of Corona. A conference was the last to this in this 
situation most thought. 

In this situation appeared once again which high demands for a scientist are made. 
It belongs to the job of a scientist that he presents his scientific results in conferences 
and makes thus his results of a wide public immediately available. A scientist should 
have well organized his research, should be able to do his scientific tasks and duties in 
a flexible way, and should have financed his research with suitable financial means. 
Only those who were meeting these rules could successfully continue in their profes-
sional research work. 

The best of the best of us are represented with their papers in this volume. They 
presented themselves personal or in online presentations in the conference. The ac-
ceptance rate for the submitted paper of our conference was 33% percent for long 
paper as well as short papers. Because of many refusals because of missing financial 
means or other reasons the acceptance rate decreased to few percent. This shows once 
more the excellent quality of these scientists. Their papers are of most excellent quali-
ty and expand the state-of-the-art in an excellent way. The topics of the long papers 
range from event log file analysis, predictive maintenance, medical application, tele-
com application, fraud detection to a paper on how we should present the results to 
stakeholders so that they accept the findings of the data mining methods. The new 
arising topic we see here is predictive maintenance. All other topics follow the main 
topics of ICDM but present new excellent results and go over the recent questions to 
be solved with data mining for the specific applications. The short paper is a fine 
theoretical paper on optimal kernel density estimation. 
  The proceedings will be freely accessible as an OPEN-ACCESS Proceedings of a 
wide public so that, the new acquired knowledge on the different subjects is able to 
spread around quickly worldwide. You can find the proceedings for long papers and 
the poster proceedings for short papers at http://www.ibai-
publishing.org/html/proceeding2020.php. 

In this time, flexibility was a must Because the situation in the USA was still diffi-
cult, we have moved the conference to Amsterdam in the Netherlands. Here a variety 
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of the participants was able to do outward journeys. The ones who could not travel, 
were online present.  

Extended versions of selected papers will appear in the international journal Trans-
actions on Machine Learning and Data Mining (www.ibai-
publishing.org/journal/mldm). 

We hope to see you in 2021 in New York at the 21th  Industrial Conference on Da-
ta Mining ICDM (www.data-mining-forum.de) again. 

The conference runs under the umbrella of the World Congress on “The Frontiers 
in Intelligent Data and Signal Analysis, DSA 2021” (www.worldcongressdsa.com), 
which combines under its roof the following three events: International Conferences 
Machine Learning and Data Mining MLDM (www.mldm.de) , the Industrial Confer-
ence on Data Mining ICDM (www.data-mining-forum.de), and the International Con-
ference on Mass Data Analysis of Signals and Images in Artificial Intelligence and 
Pattern Recognition with Applications in Medicine, Biotechnology, Chemistry and 
Food Industry, MDA-AI&PR (www.mda-signals.de). 

We will give then the tutorials on Data Mining, Case-Based Reasoning, and Intelli-
gent Image Analysis again (http://www.data-mining-forum.de/tutorials.php) again. 
The workshops running in connection with ICDM will also be given 
(http://www.data-mining-forum.de/workshops.php). 

We would warmly invite you with pleasure to contribute to this conference. Please 
come and join us. We are awaiting you. 

 
July, 2020                   Petra Perner 
 
 

http://www.data-mining-forum.de/
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Abstract. Fraud detection for online banking is an important research 
area and higher accuracy is highly desirable. The main challenges in 
fraud analysis are due to the presence of heterogeneous transactions da-
ta, large and distributed data. Among existing rule-based techniques for 
fraud detection, Ripple Down Rules (RDR) is ideal due to its less 
maintenance and incremental learning. However, banking data sets con-
tains billions of transactions, so the performance of RDR on distributed 
and Big data platforms need to be studied for fraud detection applica-
tions. A Unified Expression RDR fraud deduction technique for Big da-
ta has been proposed and evaluated in this paper. By incorporating the 
Unified Expressions into the RDR and evaluating the expressions using 
the Lift score, the compactness of the ruleset can be achieved and the 
accuracy of the classification improved. In addition, the paper presents 
a compact model that fuses Majority and Minority classes for RDR-
based classifiers. Classification accuracy is compared with the two ex-
isting RDR implementations RIDOR and Integrated Prudence Analysis 
technique and a non-RDR classifier as well. Empirical evaluations on 
various datasets have shown that not only the ruleset size of training 
and prediction dataset is reduced, but the accuracy of classification is 
also improved. The results showed an improvement in the classification 
accuracy when compared to two RDR and non-RDR based classifiers. 
The proposed technique is used for experimental validation and the de-
velopment of fraud analysis, but it can also be used in other domains, in 
particular for scalable and distributed systems. 

Keywords: Classification, Fraud Detection, Spark, MapReduce, Hadoop, 
Ruleset, RDR, Naïve Bayes, RIDOR, IPA, Unified Expressions. 

1 Introduction 

Fraud detection for online banking is vital as frauds can affect the core business of the 
financial industry in terms of loss of confidence of the public in the industry. Online 
banking frauds are resulting in billions of dollars of loss to banks around the world 
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[1]. As per the Microsoft Computing Safety Index survey (2014), the annual global-
impact of phishing and various forms of identity theft is about US$5 billion. Internet 
Crime Complaint Centre has reported a 161% increase in the loses in 2018 [2].  

Various fraud detection techniques have been developed over the last decade. In 
view of the importance of fraud detection in the banking sector, higher accuracy of 
fraud detection techniques is critical. One of the major challenges faced by fraud 
analysis research is the heterogeneous nature of transactions [3]. Typically, datasets 
can have both numeric and alphabetical attributes, but numeric data is known to pro-
vide better performance for machine learning algorithms. Large-scale data in online 
banking also requires algorithms to show better performance with scalable and dis-
tributed data. In [4, 5] authors highlight that Apache Spark is a popular open-source 
platform for large scale data processing and iterative machine learning tasks. 

Section 2 describes the background of UE-RDR methodology and previous work. 
Section 3 is the methodology of proposed technique, while experimental setup is ex-
plained in section 4. Section 5 shows the results and section 6 concludes the work. 

2 Prior Work on Fraud Detection Using Machine Learning and 
Background to UE-RDR Methodology 

Kou et al. [6] believe that fraud detection research mostly uses data mining, statistics, 
and artificial intelligence; and fraud is identified from anomalies in data and patterns. 
Phua et al. [7] have surveyed fraud detection research to categorize the research using 
four main approaches including supervised, hybrid, semi-supervised and unsupervised 
and; also identified the relationship of fraud detection with other domains. Melo-
Acosta et al. [8] have presented a credit card fraud detection technique using Big data, 
but their technique is more specific to imbalance and unlabelled data.  

In [9], authors presented a fraud detection approach for Medicare fraud using three 
medicare and medicaid services datasets. They use the combined dataset for training 
with three learning methods: Random Forest, Gradient Tree Boosting and Logistic 
Regression models and used the Area Under the ROC Curve metric to measure the 
performance of fraud detection. They claim that best fraud detection performance is 
with the use of the combined dataset. Dataset size is not mentioned, but this technique 
is not ideal for large datasets, e.g. Synthetic data generation based on original seed 
datasets. 

Integrated Prudence Analysis (IPA) is developed by [10] which uses prudence 
analysis in Ripple Down Rules (RDR) and has combined two of the previously devel-
oped Multiple Classification RDR (RM) and Ripple Down Models (RDM) [11, 12] 
techniques. A fundamental difference in these techniques is that RM is structural 
while RDM is attribute-based. The difference in these methods is well explained by 
[13]. IPA is a multi-class labels classifier. RDR is one of the well-known rule-based 
classification technique and was developed as an alternative to the traditional 
knowledge-based system [11, 14]. Maruatona [10] acknowledges that RDR is ideal 
due to its less maintenance and incremental learning capabilities. RDR significantly 
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reduces the time and effort required to make the alteration and ensure the consistency 
of the rulesets. Authors in [11, 15-17] have highlighted that RDR systems have been 
used in many applications and classification domains. RIDOR is an RDR implemen-
tation in WEKA and [18] also acknowledges that RIDOR is most widely used RDR 
machine learner. Below table shows an Iris ruleset generated from RIDOR. 

Table 1. Iris RIDOR ruleset. 

RIDOR Rule 

class = setosa (150.0/100.0) 
Except (petal_len > 2.45) => class = virginica (66.0/0.0) [34.0/0.0] 
Except (petal_len <= 4.95) and (petal_wid <= 1.55) => class = versicolor 
(29.0/0.0) [16.0/0.0] 
Except (petal_wid <= 1.75) => class = versicolor (8.0/5.0) [1.0/0.0] 

One of RDR implementation is RIDOR, which also has MapReduce [19] based 
implementation in WEKA for Apache Hadoop [19] wrapper, which can be used for 
the classification of large data. However, [4, 20] highlight that Spark is better as com-
pared to conventional MapReduce. Spark retains the linear scalability and fault toler-
ance of MapReduce and is nearly 100 times more efficient than MapReduce. Mahout 
is another machine learning platform for Big data. [4] highlights that Mahout is also 
based on MapReduce and they observed that Spark’s performance and scalability are 
better than Mahout. 

Unified Expressions Language (UEL) is capable of evaluating a number of addi-
tional operators that are missing in RDR expressions. Unified Expressions (UE) can 
also replace existing operators with more efficient operators of IN and LIKE. Using 
UE, we can prepare compressed rule with a revised Lift [21, 22] score (explained with 
more detail in section 3.5) which is the ratio of target response divided by the average 
response. UEL supports contextual expressions and can also retrieve geocoding and 
demographics information from fraud datasets [23], that help to filter suspected cases. 
UE application in the proposed technique is explained in section 3.6. UE can offer a 
variety of operators that can help with the compactness of ruleset and evaluation of 
the expression based on Lift score. Furthermore, the UE can help in choosing the best 
rules with higher confidence; therefore, the more accurate class label is chosen, which 
improves accuracy. UE-RDR is implemented on Big data Spark platform by over-
coming the limitation of mixed datasets. Apache Spark performance is known to be 
better than conventional Apache Hadoop MapReduce [4, 20] so UE-RDR on Spark 
will be more efficient than RDR MapReduce based implementation in WEKA and 
will also have iterative machine learning capability. 

UE-RDR fraud detection technique for large scale mixed data has been developed 
and evaluated in this paper to improve detection accuracy and reduce computation 
costs.  The technique has three models: the minority (UE-RDR-MIN) class, the ma-
jority (UE-RDR-MAJ) class-based models and combined model (UE-RDR-MIX). 
The combined and distinct rules in UE-RDR-MIX model gives better accuracy than 
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the other two models. UE-RDR-MIX is an innovative model and to the best of our 
knowledge, no study has been on in RDR based classifiers. UE-RDR performance is 
compared with RDR. The proposed technique is applied to various data datasets (Ta-
ble 5), including Synthetic Bank datasets and three publicly available datasets from 
the UCI machine learning repository. Performance is evaluated and compared with 
two RDR based implementations (RIDOR and IPA) and a non-RDR classifier (Naïve 
Bayes [24] as well. The empirical evaluation has shown that the model’s performance 
in terms of classification accuracy and ruleset size is better than RIDOR. Classifica-
tion accuracy with UE-RDR-MIX is better than IPA and Naïve Bayes classifiers.  

Considering these shortcomings, main contributions of the paper are listed below: 

• UE implementation for RDR and development of a threshold-based approach for
ruleset compression with the use of Lift score.

• Development of a single classification Unified Expressions RDR (UE-RDR) tech-
nique with three UE-RDR sub-models. UE-RDR-MIX is an innovative model,
which makes use of majority and minority classes and multi-level compactness.

• Implementation of the developed technique on distributed and Big data machine
learning platform, Spark.

With these contributions, we have proposed an innovative technique for fraud de-
tection for large scale data and with rule-based classifiers using a supervised approach 
on labelled datasets. The developed technique can be used on mixed datasets. The 
developed algorithm is implemented on big and distributed data platform Spark and 
has shown better accuracy as compared with two of the existing RDR based classifi-
ers and a non-RDR classifier. UE-RDR can process huge datasets, but upto 100,000 
instances of the dataset were used in the evaluations. 

3 Methodology 

Knowledge-based systems are a major application for concept descriptions. Littin [25] 
mentions that rules and decision-trees are two of the common forms of concept de-
scriptions in machine learning. Maruatona [10] indicates that banks and financial 
institutions use rule-based approaches in their Internet banking fraud detection sys-
tems. 

3.1 UE-RDR Models 

Fraud detection data is a single classification data and UE-RDR is also a single classi-
fication model, with UE based on RDR. In UE-RDR technique, three models are de-
veloped, UE-RDR-MIN, UE-RDR-MAJ and UE-RDR-MIX. Littin [25] highlights 
that the inclusion of RDR top-level empty rule is used generally with a default class. 
Gaines et al. [26] have used the class that occurs most frequently (Majority) as default 
in the training data, however in RIDOR the least frequently used class (Minority) is 
used as default class. UE-RDR technique is also graphically illustrated as a multi-step 
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process in Figure 1. Table 2 shows Iris ruleset for a UE-RDR-MIN model. But a typi-
cal ruleset and a rule structure of UE-RDR model is shown below. 

{"defaultclass":"CLASS-LABEL", "model":"MODEL-NAME","count":TOTAL-
POPULATION,"rulses":[RULES-COLLECTION] 

RULE#{"number":#,"isParent":true,"level":#,"description":"UE-EXPRESSION", 
"lift":#,"cover":#,"ok":# "class":"CLASS-LABEL","parentid":#, "childrenNodes":#} 

UE-RDR-MIN 
In this model, least frequently occurring (Minority) class is the default class (like 
RIDOR), and the rules are for the remaining class labels. i.e. majority class label and 
other classes. In most of the cases ruleset set for this model is supposed to be larger 
than the ruleset for UE-RDR-MAJ, as least frequently used class is default class and 
rules are for the remaining class labels (including majority class). 

UE-RDR-MAJ 
In this model, most frequently occurring (Majority) class is the default class (as used 
by [26]), and the rules are for the remaining classes. In terms of ruleset size, this mod-
el would have a similar size of ruleset as UE-RDR-MIN model. 

UE-RDR-MIX 
This model is a union of the rules for the minority & majority class models and dis-
tinct rules for the remaining class-labels. Rules expressions are further compressed 
with revised Lift score outlined in sections 3.5 and 3.7. This model is our innovation 
and does not exist in RIDOR implementation. Algorithms 2a explains this model. In 
RDR ruleset, one class is the default class and ruleset contain rules for the remaining 
class labels. We claim that this model gives the best classification accuracy, as shown 
in Figure 3. Unlike RDR, it contains rules for all class-labels instead of using a de-
fault-class. In terms of ruleset compactness, Figure 4 shows that for some datasets, 
UE-RDR-MIN and UE-RDR-MAJ have good performance as well. 

If there are more than two class labels in a dataset, this model also provides better 
accuracy for class labels that belong to neither majority nor minority classes. Consid-
ering Bank dataset (Dataset 1 & 2) example, there are three class labels: Fraud, Anon 
and None, where Anon as anonymous and Non as not a fraud. In this dataset Fraud 
class label does not fall into the majority or minority class, so UE-RDR-MIX model 
will give better accuracy for Fraud class labels in this dataset. Apart from the overall 
higher classification accuracy, classification accuracy is also sometimes important for 
a specific class label. For example, Fraud cases are more important for improved ac-
curacy in the Bank dataset. A wrong prediction of a Fraud case would result in a 
greater loss compared to the mistake of None or Anon cases. Accuracy results from 
the confusion matrix are shown in Figure 6. 
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3.2 Algorithms 

The developed technique is based on three algorithms. UE-RDR ruleset construction 
is explained in Algorithm-1, while ruleset compactness is explained in Algorithm-2 
and prediction flow with Spark is explained in Algorithm-3. Algorithm-2a is for UE-
RDR-MIX model only, which is further compactness of Majority and Minority class 
models (UE-RDR-MIN and UE-RDR-MAJ). Figure 1 illustrates UE-RDR process 
flow and glues three algorithms to demonstrate the three-stages. In Algorithm-3, when 
a data file is stored in Hadoop [19] Distributed File System (HDFS), the system 
breaks it down into individual blocks set and stores these blocks in multiple worker-
nodes in the cluster. Rows division in each data block can be determined with Eq. (1). 

RowsBlock= ΣRows/SparkNodes/BlockSize/RowDataSize (1) 

The mentioned algorithms are given below: 
ALGORITHM 1: Building Training Model 

Input: Ruleset from a RIDOR. 
Output: Training model for a UE-RDR. 
Begin 

1. Process RIDOR ruleset.
2. Process each expression in the ruleset.

3. Get Ok and Cover values of each expression.
4. Calculate Lift score of the expression from Ok and Cover values using Eq. (4).
5. Prepare the expression in UE format using funcUEL Eq. (5).
6. Convert the expression in JSON format with attributes (See Table 2).
7. IF (more expressions in the ruleset) Goto step-2

  ELSE FINISH 
End 

ALGORITHM 2: Compactness 

Input: Training model for a UE-RDR. 
Output: Compact UE-RDR Training model. 

Begin 
1. Process each rule in the ruleset of the training model.

2. Traverse Ruleset & Get Lift score of the rule
2.1. Find the merging rule (using the custom thresholds approach listed in Table 4).
2.2. Merge UE rule.

3. Traverse rule to compact UE (See UE operators Table 4)
3.1. Calculate and update the revised Lift score, from updated Ok and Cover values

of merging rule – see Eq. 4. 
      3.1 Update UE rule. 
      3.2 IF (more expressions to process) Goto step-3 
      3.3 Process all expressions from complete rule from Step 3 – 3.2 
   4 IF (more rules) Goto Step-1 ELSE FINISH 

End 
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ALGORITHM 2a: UE-RDR-MIX Compactness 

Input: Training model for a UE-RDR-MIN and UE-RDR-MAJ. 
Output: Compact UE-RDR Training model for UE-RDR-MIX. 

Begin 
1. Repeat Algorithm-2 with the input of two UE-RDR Training Models.
2. Repeat Steps 1 to 3.2 from Algorithm-2.

End 
ALGORITHM 3: Prediction Process 

Input: Training model from UE-RDR and dataset. Output: Accuracy for dataset. 
Begin 

1. Load Dataset
1.1. Process each instance.

1.2. Transform instance to RDD double Vector, including categorical attributes using
funcTransRDD Eq. (2). 

  1.3. Split data on Spark nodes based on the data block size using Eq. (1) 
2. Load UE-RDR training model.
3. Load RDD vector collection from data locality.

3.1. Process each rule from the Training Model.
3.2. Transform categorical attributes in expression with funcTransCat function (3).
3.3. Evaluate UE rule expression and pick the predicted class.
3.4. If multiple rules are true, then pick predicted class of better Lift score rule.
3.5. IF (more rules in the ruleset) Goto step-3.1

IF (more instances to process) Goto step-3 ELSE FINISH 
End 

UE-RDR Process Flow 
Figure 1 links three algorithms to illustrate the flow of the three-step algorithms. 

The dependency in each step and the main and the sub-tasks in each step are clarified 
there. Loading and Prediction are the two steps in the Prediction process. 

Fig. 1. UE-RDR process flow 
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3.3 Transformations 

Due to the large datasets, the developed technique was implemented on Spark. The 
core of Spark is a concept called the Resilient Distributed Dataset (RDD), which is a 
collection of records. The default data-format for Spark platform is numeric; however 
the Bank dataset and many real-life datasets contain mixed attributes. Two transfor-
mation functions were developed, which are explained below. The function in Eq. (2) 
transforms mixed data to numeric RDD format at loading time. 

TransformationRDD=funcTransRDD ∫ 𝑎𝑎𝑎𝑎𝑎𝑎 ≠ 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑌𝑌1𝑛𝑛

𝑖𝑖    (2) 

where TransformationRDD is the RDD format and funcTransRDD is a function to con-
vert a row y with only categorical attributes from 1 to n on ith index. While function 
Eq. (3) transforms the categorical value of the attribute to numerical value at the ex-
pression evaluation time. 

TransformationCAT = funcTransCat∫ (𝑎𝑎𝑎𝑎𝑎𝑎 in exp)𝑌𝑌1𝑛𝑛

𝑖𝑖           (3) 

where TransformationCAT is the RDD format and funcTransCat is a function to con-
vert a row y with only categorical attributes from 1 to n on the ith index and which 
exist in an expression. These transformations are necessary in order to evaluate ex-
pressions from the original ruleset. 

3.4 UE-RDR Ruleset 

Table below shows an iris ruleset generated from UE-RDR. 

Table 2. Iris UE-RDR ruleset. 

UE-RDR Rule 

{"defaultclass":"setosa", "model":"UE-RDR-MIN","count":3, "rules":[ 
{"number":1,"isParent":true,"level":1,"description":"(petal_len > 
2.45)","lift":1.5, "cover":100.0, "ok":100.0, "class":"virginica","parentid":0, 
"childrenNodes":2}, 
{"number":2,"isParent":false,"level":2,"description":"(petal_len > 2.45) && 
( pet-al_len <= 4.95) && (petal_wid <= 1.55)","lift":3.333333, "cov-
er":45.0, "ok":45.0,"class":"versicolor","parentid":1,"isChild":true}, 
{"number":3,"isParent":false,"level":2,"description":"(petal_len > 2.45) && 
(pet-al_wid <= 1.75)", "lift":7.4074, "cov-
er":9.0,"ok":4.0,"class":"versicolor", "parentid":1} ]} 

where “Cover” is the number of instances a rule expression correctly identifies and 
“Ok” is how many instances (out of the Cover) are correctly classified by this rule. 
While the Lift is the score for Cover, Ok values and the “count” (total population), 
determined in Eq. (4).  While "description" is the rule expression in UEL format. 

8



3.5 Lift 

Association rules are used to identify associations between variables. Analyses based 
on association rules in many fields that are particularly useful in large datasets [22]. 
In data mining and association rule learning, the Lift [21, 22] is a measure of the per-
formance of a model (association rule) for prediction or classification as having an 
enhanced response (with respect to total population), measured against a random 
choice of model. So, Lift is ratio of target response divided by the average response. 

For example, if the average response rate of a population is 4%, but a segment in a 
model or rule has a response rate of 12%. Then the Lift score of the segment would be 
12% / 4% = 3.0. Let us consider Dataset 1 (Bank dataset) with a distribution of trans-
actions from UK with 4 Fraud and 2 None cases, while 4 Fraud cases from AU. Con-
sider the following rule: 

Rule: UK implies Fraud, i.e. IF Country is UK THEN Class = Fraud 

Lift = (Ok / Cover) / (Cover / Total)    (4) 

The Lift for the rule using Eq. (4) is (4/6)/(6/10) ≈ 1.11 
When Country is UK and Class is Fraud = 4 (OK) 
When Country is UK = 6 (COVER) 
Total population(instances) = 10 (TOTAL) 

While evaluating the expressions of the rules, when multiple rules are true, choosing 
the predicted class of better Lift score (higher confidence) rule will increase accuracy. 

3.6 Unified Expressions (UE) 

UEL can evaluate mathematical expressions with various operators. It enables dynam-
ic scripting feature. Some of the advantages of UEL is that it supports more than 30 
different operators; Rule-based classifiers use only limited operators but using UEL 
many more operators can be used which are not available in rule-based classifiers, 
e.g. IN and LIKE Operators. Authors in [3] have highlighted the importance of com-
pactness of the prediction model and demonstrated that a compact prediction model is
more efficient. The UE will help in ruleset compactness along-with revised Lift score
and hence will improve performance in terms of the time taken for model prediction.

ExpressionUE = funcUEL(ExprRDR) (5) 

where Expression is a UE format and ExprRDR is RDR format expression. funcUEL 
is a function to convert RDR format expression to UEL format. Main function of 
funcUEL is to transform RDR operators and operands to UEL operators and oper-
ands. Few of the transformation are: 

Transform “and” to “&&” operator, “=” to “==” operand. 
To make the transformation more generic, profiles are used for transformation op-

erators and operands. Table below shows the transformation detail. 
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Table 3. RDR and UEL transformation. 

RDR UEL Category 

And && Operator 
= == Operand 

3.7 Compactness 

The compactness of ruleset can improve the performance of the algorithms and has 
been proposed in this paper. One of the challenges was deciding which rules to com-
pact. One of the approaches considered was the nearest neighbour technique using 
Euclidian based similarity of the instances of two rules. This approach determines 
[25] distances using Eq. (6) and Eq. (7):

Dp = √ 0.22 + 0.32 = 0.36 (6) 

Dn = √ 0.42 + 0.32 = 0.5 (7) 

where Dp and Dn are the distances of class p and n respectively. However, this tech-
nique is computationally expensive, so instead, a customized threshold-based ap-
proach is used. The measures and threshold used in the technique are listed in Table 4. 

Table 4. RDR and UEL transformation. 

Measure Threshold 

Nearest Lift score <= 0.05 
Same parent rule 
Smaller expression rule <=2 
IN / BETWEEN operators > 2

New values of Ok, Cover and Lift score are calculated for merging rules of the cus-
tomized scheme.  

4 Experimental Setup and Data 

A multimode Hadoop cluster including Spark nodes was set up on a NECTAR [27] 
research cloud to develop and evaluate this technique for large datasets. Spark is ideal 
for iterative machine learning tasks and is much faster than conventional MapReduce. 
Figure 2 is a typical diagram of Spark [28] internal execution on a Hadoop cluster, 
which makes it iterative and more efficient than MapReduce. 
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Fig. 2. Spark execution flow. 

Characteristics of multiple datasets used for evaluation are listed in below table. 

Table 5. Dataset characteristics. 

Dataset Description Instances Features 
Dataset 1 Reference Bank Data [29] 1,756 14 
Dataset 2 Synthetic Bank Data [29] 100,000 14 
Dataset 3 German Credit Data [30] 1,000 11 
Dataset 4 Credit Approval [31] 691 16 
Dataset 5 Adult (Census Income) [6] 32,562 8 

Synthetic Bank data was generated from reference Bank data using HCRUD [29] 
technique. This technique can produce huge dataset on the Hadoop cluster, which is 
similar to the original reference dataset. The dataset is produced with uniform distri-
bution of class labels, individual and combination of attributes as well. RMSE of the 
difference of distributions in individual attributes is between 0.00 to .78, while the 
combination of attributes is between .80 to 1.85. Spark can use huge datasets, but for 
evaluation purpose, 100,000 instances of the dataset were used. 

5 Results 

Classification accuracy of UE-RDR technique is compared with existing RDR im-
plementation in WEKA (RIDOR). An empirical evaluation was performed with vari-
ous datasets listed in Table 5, with 30% / 70% split for training and testing datasets 
respectively. Average measurements were taken for various small to large dataset 
sizes and with multiple simulation executions. Vertical axes in Figure 3 - Figure 5 are 
the percentage of performance improvement of UE-RDR models over the other classi-
fiers. Performance comparison for the accuracy is shown in Figure 3 and Figure 5, the 
accuracy is ratio of correctly predicted observations to total observations. 

Accuracy= 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
TP+FP+FN+TN

(8) 
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where true positives (TP) are the correctly predicted positive values and true nega-
tives (TN) are the correctly predicted negative values, false positives (FP) when actual 
class is no and predicted class is yes and false negatives (FN) when actual class is yes 
but predicted class is no. 

Fig. 3. Improvement in Classification Accuracy over RIDOR. 

The results show that classification accuracy with all the datasets is improved. Out of 
the three UE-RDR models, UE-RDR-MIX performance is best among all datasets 
other than Dataset 4 (Credit Application dataset) where UE-RDR-MIX and UE-RDR-
MIN accuracy is almost the same.  

Similarly, ruleset compactness results are displayed in Figure 4. 

Fig. 4. Improvement in Ruleset Compactness over RIDOR. 

The results show that compactness with all datasets is improved. However, UE-RDR-
MIX compactness is better in Dataset 1 (Bank dataset) and Dataset 2 (Synthetic Bank 
dataset). For the remaining three datasets, either UE-RDR-MIN or UE-RDR-MAJ 
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model performance is better. Figure 5 shows the improvement in classification accu-
racy, while Figure 4 shows the improvement in ruleset compactness with UE-RDR as 
compared to RIDOR. IPA accuracy for mixed Bank data is compared with UE-RDR-
MIX model. Table 6 shows that UE-RDR accuracy is higher than IPA classifier. 

Table 6. Accuracy comparison with IPA. 

 Technique Accuracy 

UE-RDR-MIX 83.76% 

IPA[10] 73.90% 

For further verification, the UE-RDR-MIX classification accuracy is also com-
pared to a non-RDR classifier: Naïve Bayes. Figure 3 shows that UE-RDR accuracy 
is higher than Naïve Bayes accuracy for all datasets, with substantial improvements in 
accuracy for Datasets 1 and 4. 

Fig. 5. Improvement in Classification Accuracy over Naïve Bayes. 

Classification accuracy is compared among the three UE-RDR-models for a specif-
ic class label for mixed Bank data. Figure 6 shows that classification accuracy is 
higher with UE-RDR-MIX model. 
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Fig. 6. Classification accuracy in Fraud Class among UE-RDR models 

Results in Figure 3, Figure 4 and Table 6 show that UE-RDR-MIX model gives best 
classification accuracy. Figure 6 shows that a specific class label which is neither 
majority class nor minority class, also has a higher classification accuracy with UE-
RDR-MIX model. Reason for higher accuracy is due to combined and compact rules 
in UE-RDR-MIX model for that class from majority and minority training models. 

6 Conclusion 

Fraud detection for online banking requires higher classification accuracy for the 
detection to enhance the confidence of its customers. Out of the available rule-based 
techniques for fraud detection, RDR is ideal due to its lower maintenance and incre-
mental learning. However, testing and evaluating RDR on distributed and Big data 
platform is a challenging task, as the RDR classifier has not yet been implemented on 
Spark. Paper has shown that the challenge in fraud analysis due to the heterogeneous 
nature of transactions data (mixed attributes) and Big data can be overcome with UE-
RDR. Introducing Unified Expressions in the RDR and evaluating the expressions 
based on Lift score helped to achieve ruleset compactness and higher accuracy. Fur-
ther three models, including UE-RDR-MIN, UE-RDR-MAJ and UE-RDR-MIX are 
also developed in this paper. UE-RDR-MIX is the most innovative model, which does 
not exist in RIDOR. It combines and further compacts Majority and Minority class 
models with least usage of default class and unlike RDR it contains rules of all class 
labels, so it gives better accuracy from RDR based classifiers. 

Classification accuracy is compared with existing RDR implementation: RIDOR. 
This technique is applied on various datasets including fraud analysis Bank & Syn-
thetic Bank datasets and three publicly available German Credit, Adult (Census In-
come) and Credit Approval datasets. The empirical evaluation has shown that not 
only the ruleset size of training and prediction dataset is reduced, but classification 
accuracy is also improved. Classification accuracy with UE-RDR for Bank dataset is 
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also compared with another RDR based IPA technique and a non-RDR classifier (Na-
ïve Bayes). Results have shown improvement in classification accuracy when com-
pared with these classifiers as well. In this paper, the developed technique is used for 
the experimental validation and development of fraud analysis, but it can be used in 
other domains as well, especially for scalable and distributed systems. Further, this 
technique can be enhanced for other data formats (libsvm and arff) and a multi-
classification system. 
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Abstract. Assessing the performance of industrial assets typically re-
quires exploring and combining sensor data, event logs, asset character-
istics and domain expert knowledge. This process can be very time and
resource consuming. Being able to extrapolate the asset performances
solely from the event logs could be a valuable shortcut enabling optimal
and pro-active planing of maintenance. In previous work, we have demon-
strated that event logs could be numerically encoded into event profiles
accurately representing characteristic asset event behavior. However, this
methodology could be rather computationally expensive. We have also
demonstrated previously that event logs can be used to classify operating
cycles as faulty or not, although this methodology does not provide de-
tailed performance profiles. We propose an integrated workflow enabling
the rapid performance quantification of the operating cycles of an indus-
trial asset. Our workflow extracts the event profile of a new operating
cycle and links it with the similar event profiles of past operating cycles
for which the performance is known. The performance of a new asset
operating cycle can then be assessed with negligible computational time.
The validation of this workflow on real industrial use case data have
demonstrated that the performance labelling of new operating cycles us-
ing the previously observed ones can be very accurate.

keywords: Performance assessment · Classification · Event logs numer-
ical encoding · Photovoltaic plants

1 Introduction

Rapid labelling of the performance of running operating cycles of any indus-
trial asset is important for reliable monitoring and maintenance purposes. If the
performance of an asset can be quickly assessed, maintenance activities can be
planned in advance, and the asset unavailability can be potentially minimised.
In addition, if the performance can be associated (labelled) with a representa-
tive profile indicating the root cause, then the maintenance team will already
have useful insights about the current problem and its potential solution be-
fore arriving on site. It would lead to more optimal planning of maintenance
activities.

However, extracting performance profiles indicating the potential root causes
is a complex and time-consuming task. For instance, we have shown in [1], that



in the photovoltaic (PV) domain, it requires to combine irradiation data, yield
sensor data, event logs, plant characteristics and domain expert knowledge. Such
process is time and resource consuming and can not be performed every night
to assess the performance of the thousands of plants in a portfolio.

Therefore, methods that could quickly label asset performances would be
very valuable in industrial domains. One solution is to rely on the valuable in-
formation provided by the event logs. Meaningful event profiles can be extracted
from the event logs. For instance, one profile would be mainly characterized by
the occurrences of the event ”over-temperature” while the other would be char-
acterized by the occurrences of the events ”under-temperature” and ”sensor test”.
These event profiles represent various internal behaviors, e.g. the profile char-
acterized by the event ”over-temperature” reflects under-performance behaviour
while the one characterized by ”under-temperature” and ”sensor test” reflects a
regular behaviour. Assuming that these event profiles have been characterized,
a classifier can then be trained on them. New operating cycles can then be clas-
sified by that model solely based on their event logs. For instance, if the asset
reports ”under-temperature” and ”sensor test”, the maintenance team will know
that the asset is performing as expected.

The main challenges of this approach are: 1) the extraction of the relevant
events for the event profile construction and 2) the characterization of these
event profiles. A single event is often not enough to characterize an asset be-
haviour and the combination of the events needs to be considered since it en-
sures a correct representation of the asset behaviour. For instance, an asset
reporting ”under-temperature” would be under-performing while one reporting
”under-temperature” and ”sensor test” would perform as expected. Moreover,
some events could be irrelevant, e.g. as they have been defined for debugging
purpose by the manufacturer. Therefore, the combination of relevant events
needs to be identified first. The second challenge is linked to the difficulty to
have a precise understanding of an asset behaviour. As mentioned above for the
PV domain, but also in other industrial domains, it often relies on the combina-
tion of multiple data sources and domain knowledge in order to ensure a correct
labelling (with root causes) of the asset behaviour.

In this paper, we propose a methodology for root causes labelling of industrial
assets based on their event logs. Our methodology first detects the relevant
combination of events required to represent the asset event profiles. Then, it
proposes a framework to guide domain expert in the labelling of these past
event profiles. Finally, a classifier is used to link new operating cycles (i.e. event
profiles) to the past labelled event profiles. Our methodology can be applied to
any industrial asset generating events describing its behaviour and for which
additional sensor data (describing its performance) is available.

This methodology is then showcased in the PV domain using real-life data
from a Belgian plant. We have demonstrated that this methodology allows to
extract profiles such as Profile A: ”Inverter-days with small outages due to Riso
low, mainly occurring in the “west” orientation” or profile B: ”Inverter-days with
high outages due to Internal error, mainly occurring at the end of the summer”.
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New operating cycles (days) of the plant can then be classified within one of
these profiles with negligible computation time. Hence, maintenance teams can
have a detailed overview of the plant performance (and root causes) at the end
of the day and decide if a maintenance is needed without having to manually
check the multiple sensor data streams sent by the plant.

The paper is organised as follows. First, the relevant literature is explained
in Sections 2. Then, in Section 3, we explain our methodology for fast labelling
of new operating cycles. In Section 4, we validate our methodology in the PV
domain. Finally, we conclude the paper with a discussion in Section 5.

2 Literature Review

The leveraging of event logs for root cause labelling is still in its infancy and
few researches have been conducted. The main challenge is the textual nature
of the event logs while most of the existing machine learning algorithms are op-
timized for numerical values. The typical approach in text classification is then
to extract numerical features from the text and apply the classification on these
features. For instance, the features could be the total number of words in the
documents, the average length of the words used in the documents or the total
number of punctuation marks in the documents. However, these methodologies
can be complex to deploy. As stated by Dalal et al. [2], they would require to
be tailored to the event behavior, e.g. ”do all events have the same impact?” or
”is the repetitions of the same event relevant?”, and would likely have to include
meta-data. Therefore, textual classification poses a challenge to develop an ag-
nostic methodology. On the other hand, numerical classification methodologies
are well defined, more agnostic and validated in various domains. These methods
can be applied to various numerical data, if the training dataset has been well
constructed. For instance, SVMs have been applied to detect oil spill in ocean
through the classification of radar images [3] or to predict the electricity price
using historical data from the electricity market [4].

Therefore, another approach is to numerically encode the event logs. Fronza
et al. [5] have applied such method using random indexing (RI) to numerically
encode the events logs. RI is a data reduction method from the text mining field
proposed by Sahlgren in [6]. This method is used to store in a condensed way
the “context” of a word, i.e. the surrounding words. Fronza et al. have applied
this methodology on event logs generated by software by considering each event
as a word and each event log representing a software run as a textual document
They have trained an SVM classifier to assess the performance of software runs
as faulty or not, solely based on their event logs. They were able to classify the
software runs as faulty or not faulty with a high accuracy.

In [1], we have proposed another approach based on TF-IDF (term frequency
- inverse document frequency) and compared the performance with the RI ap-
proach of Fronza et al. for various classifiers. It appeared that both methodologies
seem to have different accuracy performance depending on the application do-
main. We suspect that RI is more suited for procedural event data with strong
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context-awareness while the relevancy score methodology is more adapted for
variable, less contextually dependent, noisy log data, i.e. data with many irrel-
evant events. However, both studies focused on labelling asset runs as faulty or
not, without providing any information of the root causes of these performances.
It decreases the industrial applicability as domain experts rely on the root causes
to decide if a maintenance team need to be send.

3 Methodology

We have developed a novel methodology to label performance of asset operating
cycles based on their event logs. The steps of our methodology are the following:

1. Segment event log data into periods representing different operating cycles
e.g. a full production cycle, a 24 hour operation, a segment between a certain
start and end events

2. Convert the segmented operating cycle logs to numerical standardized pro-
files, i.e. event relevancy score vectors

3. Derive performance profiles (annotations/labels) by combining various sources
e.g. production performance, energy consumption, exogenous conditions, etc.

4. Train a classifier to associate performance labels to different relevancy score
vectors of operating cycles

5. Extract relevancy score vectors of new operating cycles and label/quantify
their performance on the fly using the classifier

3.1 Relevance Score Extraction

The main challenge faced by our methodology is the textual nature of the event
logs which hinders their processing. Extracting typical event logs, i.e. event pro-
files, from textual event logs would require domain knowledge. However, we
intend to minimize the need of domain expert inputs as their time is valuable.
We solved this problem by numerically encoding the event logs as relevancy
score vectors. It allows to build agnostic clustering from the event logs. The
relevancy score methodology that we defined in [1] is applied on the event logs.
Our methodology follows 2 steps: 1) The event logs are segmented into repre-
sentative operating cycles; 2) The relevancy scores are computed based on the
event frequency.

Segmenting Event Sequences Into Atomic Event Logs The first step is to
divide the event logs into atomic pieces, i.e. into "traces or meaningful periods"
of the asset, called atomic event logs (AEL). For instance, in case of a car, the
event logs could be divided into operating cycles, from the start of the travel to
its end. The definition of these atomic event logs is therefore domain and goal
oriented. The main interest is to transform the continuous stream of events into
a meaningful finite set of event logs. These AELs will be easier to analyze and
interpret. In addition, they contain all the event correlations. For example, the
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interpretation of the event ”temperature error” is modified in case it is preceded
by the event ”temperature sensor broken”. The goal of the segmentation into
AELs is to have the events that could interact all stored together into one file.

Computing Relevancy Scores We have used a method inspired by the widely
exploited in text mining TF-IDF score, where for each event type of each AEL,
its relevancy score is computed. The goal is to attribute a score reflecting the
"abnormality" of the event, i.e. determine degree to which the event represents a
deviating performance from the regular asset behavior. For example, the critical
event "temperature error" that occurred 2 times in the atomic logs should have a
high relevancy score as it indicates a failure, while the event "start" (representing
the usual behavior of the device) that occurred 17 times should have a relevancy
score of 0. Therefore, the events’ frequencies need to be carefully exploited.

By considering the AELs as a text, text mining methods such as TF-IDF can
be adapted for this purpose. Therefore, our methodology relies on the computa-
tion of two frequencies: 1) the frequency of the event (type) in the AEL, and 2)
the frequency of the event (type) in well selected corpus of AELs aligned with
the analysis goal in mind.

First, the term frequency (TF) is computed, i.e. for each event type that can
be reported by the asset, its frequency in the AEL is computed. The formula
below is used.

TFei,ai,li =
# occ. of events ei in logs of asset ai for AEL li

# of event in AEL li for asset ai
The inverse document frequency (IDF) needs to be adapted to the indus-

trial event logs context as the text corpus on which it relies does not apply
here. Therefore, the corpus definition needs to be adapted. Three approaches
are possible and need to be carefully selected:

– The corpus consists of all available AELs. It allows to compare asset behavior
over time and across assets.

IDFei = log
# of AEL in all assets and all days
# of AEL where event ei occured

– The corpus consists of all the AELs of one asset. It allows to focus on one
asset behavior and monitor the evolution of performance over time.

IDFei,ai
= log

# of AEL for asset ai
# of AEL for asset ai with event ei

– The corpus is composed of AELs of all assets for the same trace (e.g. the
same day). It allows objective comparison of performance across assets for
the same operating cycle. However, as events occurring in all AELs of the
corpus are considered less relevant, a failure occurring in all assets would be
masked by this case.

IDFei,pi = log
# of AEL occurring at the period pi
# of AEL for period pi with event ei
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Subsequently, the relevancy score is computed by multiplying TF and IDF:
Relevancy score = TFei,ai,li ∗ IDF

In this way, the relevancy score uses the frequency of the event (more frequent
events have higher scores) corrected by the IDF that will decrease the score of
events frequent in the corpus (if an event occurs in all AELs of the corpus, its
IDF is log(1) = 0, which leads to a relevancy score of zero).

By computing the relevancy scores over all events for each operating cycle, a
numerical vector representing the event relevancy, i.e. event profile, for the asset
operating cycle is obtained. For instance, if the following three events occur in
an AEL ”over-temperature”, ”under-temperature”, and ”sensor test”, than the
event profile of this AEL will be represented by the vector [0,4,1] indicating
that for that AEL, the event ”over-temperature” is irrelevant (score 0), the event
”under-temperature” is occurring and relevant (score 4) and the event ”sensor
test” is occurring but not very relevant (score 1). The textual representation of
the events has then been transformed into a numerical feature vector. In this
way, the textual event log sequences of variable length have been standardized
by converting them into numerical event profile vectors of the same length (the
number of different events).

3.2 Deriving Performance Labels

The approach is composed of 3 steps:

1. The relevancy scores are computed for each AEL as described in the foregoing
section, using the approach where the reference corpus is composed of AELs
of all assets for the same trace (operating cycle)

2. The (numerical) relevancy score vectors per AEL (across assets) are clus-
tered to find typical profiles, i.e. each cluster corresponds to a "characteris-
tic" event relevancy score profile and, hence, represents some typical asset
behaviour in terms of events.

3. The resulting from the clustering characteristic relevance profiles are sub-
sequently associated (annotated) with performance labels by using domain
knowledge and additional (sensor) datasets i.e. the aim is to link (label)
the profiles to some specific (critical) phenomenon e.g. failure or under-
performance. In this way, the profiles can be used as indicator/summary
of the asset performance for the considered operating cycle (including all
the information present in the event logs and sensor data).

Clustering Relevancy Score Vectors As it was demonstrated in the fore-
going section, by computing the relevancy scores over all events for each AEL,
a numerical vector representing the asset event behaviour/profile for the trace
represented by the AEL is obtained. Subsequently, this numerical encoding can
easily be used as a basis for more advanced machine learning/data mining meth-
ods. For instance, relevancy score vectors can be used to extract representative
profiles as they represent the event behavior of the asset. They are then clus-
tered to extract clusters of relevancy score vectors, i.e. group of relevancy score
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vectors with similar behavior. Relevancy score vectors are sparse vectors. During
one operating cycle, usually, only few of all the possible events actually occurred,
and of those events, only few of them are relevant, i.e. do not have a null score.
Therefore, the vectors are mainly populated with zeros. Spherical k-means clus-
tering has been selected due to its ability to deal with sparse data. The number
of clusters is evaluated using traditional silhouette, Calinski-Harabaz and con-
nectivity metrics. The clusters of similar event relevancy scores are clusters of
similar asset behaviour for the period represented with the AEL corpus, i.e. each
cluster represents an event profile of the assets.

Profile Characterization Once the event profiles are extracted by spherical k-
means, they need to be labelled using additional data sources. The clustering has
indicated what are the typical event profiles encountered in the assets. This step
tries to characterize further the event profiles by associating them with some
performance indicators, i.e. is a certain event profile linked to under or over
performing asset? It requires to combine all the various data streams generated
by (most) industrial assets nowadays.

The data that can be used to label event profiles can come from: 1) sensors
embedded in the assets, 2) asset characteristics as described by the manufac-
turer, 3) asset configuration, 4) domain experts, 5) data reported by additional
monitoring systems, e.g. a UAV monitoring a factory, or 6) data generated by
other assets under the same operating conditions. The labelling is the only do-
main dependent part of our methodology. Therefore, a thorough presentation of
this step is impossible here, but some of the labelling alternatives are demon-
strated in the validation section. Nonetheless, there are different strategies to
label the event profiles that can be listed e.g. consider whether the operating
cycles represented by a certain event profile

– produced as expected based on a physics-based model of the asset behavior
or compared to similar assets (production-based)

– experienced any failure or other critical operation disruption (failure occur-
rence)

– have all a particular configuration, e.g. share the same asset type or instal-
lation (technical characteristics)

– belong to the same time-windows, e.g. month or season (time-dependency
or seasonality)

– only occur in one or a few assets (asset specificity)
– exclusively contain certain specific events (event occurrence)

A more detailed description of possible labelling methods is provided in the
validation section.

3.3 Classifier Training

The goal is to build a model classifying any relevancy score vector generated
from the event logs into their corresponding performance profile, e.g. classify the
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operating cycle represented by the relevance score vector as healthy or as under-
performing. Any general purpose classifier can be used due to the numeric nature
of the relevancy score vectors. In addition, the relevancy score methodology pre-
processes the event logs in such a way that it hides the irrelevant events and
pinpoints the most important ones, which also has a positive impact on the
quality of such classification model, which can be easily constructed using any
widespread classifier (e.g. kNN, SVM, ...) given the availability of representative
datasets.

3.4 Labelling New Operating Cycles

The classification model derived in the foregoing subsection can then be used to
classify the performance of newly incoming operating cycles, solely based on their
event log sequences. The relevancy score vector of a new operating cycle can be
extracted from its event log. The classifier can then detect to which performance
label it belongs and hence quantify rapidly its performance. For new operating
cycles, the relevancy score vectors is extracted and fed to the classifier model
which output the operating cycle labelled profile. This process has negligible
computation time and resources. The only complex task is the labelling of the
past profiles, when domain experts need to manually label them. However, this
task only needs to be performed once, when the model is built.

4 Evaluation and Discussion

The critical performance aspect of our methodology is the ability of the classifi-
cation algorithm to correctly label the new incoming operating cycles. We have
first extracted the performance profiles from the data. As there is no ground
truth, i.e. labelled data, it is not possible to statistically assess the correctness
of the performance labels. The latter has been evaluated via a visual inspection
by a domain expert from our industrial partner 3E, which is active, through
its Software-as-a-Service SynaptiQ, in the PV plant monitoring domain. Subse-
quently, we have used the data validated by the domain expert to evaluate the
accuracy of the classification model.

4.1 Data Understanding

We have used one year of event logs from one - often faulty - PV plant. The
data has been provided by our industrial partner. PV plants are composed of
several PV modules (that convert the irradiation into direct current) connected
to one or several inverter(s) (that convert the direct current to alternative cur-
rent) which send the current to the grid. These systems are now continuously
monitored. In addition, various sensors (measuring the irradiation reaching the
plant, electricity production, ... usually at a 15 min granularity) are present in
the plant. Meteorological data are also either measured on site or inferred from
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nearby meteorological stations and satellite measurements. These meteorologi-
cal data usually cover irradiation, temperature, rainfall, snowfall and wind speed
measurements. An inverter reports status, i.e. its current state like start, stop
or running, but also other events that can represent e.g. an outage (such as grid
failure or string disconnected) or other phenomena (such as over-temperature or
DC current under threshold).

In the PV case, an AEL corresponds to the event logs of one inverter for one
day. As the plant is only active during the day, it can be considered that it ”re-
boots” at night (often, small problems disappear the next morning).Therefore,
each day corresponds to an operating cycle. In addition, as the events are mon-
itored and reported at the inverter level, AELs are at the inverter level. Hence,
for our plant with 26 inverters, 9490 AELs have been obtained (26 inverters-logs
times 365 days). An AEL typically contains around 5 distinct event types. Over
our one year dataset, 54 distinct event types have been reported. Therefore, our
relevancy score vectors have a length of 54 but only around 5 non zero values.

4.2 Profile Extraction

Based on the above findings, we display in this section the labelling of the data.
We have extracted 12 clusters, based on the silhouette, Calinski-Harabaz and
connectivity scores. In the following we describe their labelling using 7 distinct
characterization processes.

Model-based Characterization The performance of an inverter can be com-
pared to the expected yield. This expected yield can be modelled based on the
amount of irradiation reaching the plant. If the amount of irradiation reaching
the inverter and the inverter capacity are known, the amount of electricity that
should be produced can be computed. Therefore, it is possible to compare the
real and expected yields to assess if the inverter-days of one profile are over or
under-performing.

However, current losses naturally occur in PV plant between the PV modules
and the inverters (due to some physical properties of the system). Those losses
are complex to estimate and are, therefore, not included in the computation of
the expected yield. It implies that an inverter will never be able to reach its
expected yield. By definition, the closer inverters are to the expected yield, the
better they behave.

The difference between the daily electricity production of the inverter-days of
each profile and their expected electricity production is computed and aggregated
per profile. The results are shown in Figure 1. Inverter-days in profile 0 and 6
are labelled as behaving well as they are close to their expected yield, i.e. close
to the red line. The profile 2 and 9 are identified as under-performing.

Portfolio-based Characterization However, in practice, the expected amount
of electricity that should be produced is not always reliable. For instance, as the
amount of irradiation reaching the plant is not correctly known due to that
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the irradiation sensors on site not correctly oriented or regularly cleaned. The
expected yield provides an indication but is not always trustworthy and other
metrics should be used to confirm this analysis. For instance, by comparing the
production to the one of the other assets of the portfolio at the same time, i.e. by
analyzing if the inverter performed better or worse than the other inverters in
the plant for that day.

It is achieved by comparing the yield of the inverter-days in one profile to the
yield of the other inverters (of same capacity and orientation) for the same day,
i.e. for each inverter-day of a profile. By comparing the production of inverters
that share the same capacity and PV module orientation, the over or under-
performing inverter-days can indirectly be assessed. A boxplot of this comparison
can be seen in Figure 2, profiles below the red line correspond to inverter-days
under-performing. It appears that profiles 3, 7 and 9 behave above average while
inverters-days in profiles 2 and 8 are slightly below average. Most of the other
profiles are in the average.

By comparing with the previous electricity production characterization, pro-
file 2 can be labelled as under-performing as it is labelled as such by both ap-
proaches. However, the other profiles are characterized as over-performing by
one analysis and as under-performing by the other. Therefore, no consistent
conclusions could be drawn for these profiles. It demonstrates the difficulty to
characterize the profiles without domain knowledge and ground truth.

0 1 2 3 4 5 6 7 8 9 10 11

Clusters

−600000

−400000

−200000

0

200000

P
ro
d
u
ct
io
n
lo
ss
es

Fig. 1: Inverter-day electricity production
compared to the expected electricity pro-
duction of the inverter-day
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Fig. 2: Comparison of the inverter-day
electricity production of each profile with
the mean electricity production of the
inverter-day of all profiles

Failure-based Characterization The links between failures and profiles can
be analyzed. It can be done by checking for each inverter-day of each profile if an
outage/failure occurred during that day. Then the mean amount of production
lost due to that outage is computed (i.e. the amount of sun reaching the inverter
that has not been converted into electricity due to this failure.). It is depicted
in Figure 3, where inverter-days in profile 9 are associated with high losses.
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Inverter-days in profile 2 are associated with low losses while the other profiles
are not associated with any significant losses.
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Fig. 3: Mean amount of production lost
due to outage occurring during the
inverter-day of each profile
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Fig. 4: Orientation distribution of the
modules associated to each inverter-day
of each profile

Configuration-based Characterization The orientation of the modules as-
sociated to the inverter can be analyzed. In a PV plant, the inverters are not
always oriented in the same direction. For example, in plant A (which is on a
factory roof), some modules are oriented to the east while others are oriented
to the west. Some modules are also “flat”, i.e. simply put on the roof, due to
space limitation. Similarly to the other visualizations, the (normalized) orienta-
tion distribution of the modules associated to each inverter-days of each modules
can be compared, as shown in Figure 4. It appears that the orientation “Flat” is
preponderant in profile 8 and the orientation “West” in profile 2, indicating that
these profile behavior might be orientation dependent.

Temporal-based Characterization The time of occurrence of each profile
can be also considered as a discriminative feature. For instance, the monthly
distribution of each profile can be displayed. In Figure 5, for each profile, the
amount of inverter-days of that profile occurring each month is shown. It clearly
appears that profile 2 mainly occurs during the end of the summer and profile 8
during the end of the year.

Specificity-based Characterization The distribution of the inverter-days
across the portfolio can also be analogously explored, e.g. are certain profiles
only occurring in one or few inverters? In Figure 6, for each profile, the amount
of inverter-days of that profile occurring in each inverter is shown. The profile 8
only occurs in three inverters 10. Profile 2 mainly occur in 15 inverters.
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Fig. 5: Monthly distribution of inverter-days associated to each profile
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Fig. 6: Inverter distribution of inverter-days associated to each profile

Event-based Characterization The profile labelling can also take the rele-
vant events into account. They should confirm the labelling extracted from the
previous exploration. Due to space limitation, the event profile of each inverter-
day can not be displayed in the paper. However, we have observed that profile
2 corresponds to inverter-days where the event Riso low, a failure, is impor-
tant. Profile 9 correspond to event Internal error and profile 8 to event Bulk
over-voltage.

Performance Profile Labelling The explorations and characterisations of the
clusters presented above can be combined and used to assign performance label
to each of the 12 event profiles. Majority of profiles are representing “regular"
performance, i.e. no deviation in terms of production performance, outage, etc.
as it was expected (as most of the inverter-days have varying regular behaviors).
However, some profiles are more interesting:
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– Profile 2: Inverter-days with small outages due to Riso low, mainly occurring
in the “west” orientation

– Profile 8: Low production, only occurring in 3 inverters during the end of
the year, due to Bulk over-voltage

– Profile 9: Inverter-days with high outages due to Internal error, mainly oc-
curring in the end of the summer.

The nine remaining profiles represent the variability in regular operating
behaviour. Domain experts and maintenance teams are less interested in those
but rather expect to know whether the plant is behaving regularly opr there is
some anomaly. However, it is important to adequately capture the variability
of regular performance in order to be able to reliably detect any significant
deviations.

The plant history can then be visualized through the performance indica-
tors. It is illustrated in Figure 7, which shows the performance indicators of
each inverter (in ordinate) of plant A for each day (in abscissa) for August to
November. For readability purpose, the nine regular profiles have been merged
into one, only displaying the irregular profile in Figure 8. It easily appears that
the occurrences of profile 9 slightly decrease through the month of August.
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Fig. 7: Plant performance for 4 months,
visualized through the 12 performance
profiles
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Fig. 8: Plant performance for 4 months
only showing the 3 irregular profiles and
merging the 9 regular profiles

4.3 Evaluation of Performance Classification

We have applied a standard kNN, as it has been shown to deliver more accurate
results in the given application domain [1]. We have applied 10-fold cross valida-
tion on the available dataset. Applied on the 12 performance profiles, kNN was
able to label the new operating cycles accurately, as shown with the confusion
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matrix in Figure 9. The figure displays, for the 12 performance profiles, the per-
centage of instances in a predicted class versus the instances in an actual class.
For most of the profiles, the classification was correct for 96% to 100% of the
test dataset.
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Fig. 9: Confusion matrix of the labelling of new inverter-days in the 12 existing profiles

In addition, not all performance profiles have the same importance. The anal-
ysis of these 12 profiles has shown that only profiles 2, 8 and 9 were relevant
for detecting non-regular behaviors, while the other nine profiles represent di-
verse regular behavior. Therefore, only the labelling of these three profiles is
crucial, as the difference between the other profiles is less relevant for mainte-
nance purposes. The classification of profiles 2, 8 and 9 delivered an accuracy
of respectively 99%, 98% and 98%. The incorrect labelling of the 3 profiles is as
follows:

– Profile 2 is wrongly labelled as profile 7, a regular profile, in 1% of the cases
– Profile 8 is wrongly labelled as profile 6, a regular profile, in 2% of the cases
– Profile 9 is wrongly labelled as profile 0, a regular profile, in 2% of the cases

Overall, the three relevant profiles are correctly labelled with a high accuracy
of at least 98%. The accuracy of the labelling of the other profiles never go below
96%. Moreover, the other labelling errors do not impact the accuracy of the
method as the other profiles represent regular behaviors, i.e. operating cycles
where the inverter behaved as expected. For example, the 3% of the operating
cycles with profile 7 that have been labelled as profile 0 have no impact on any
decision that a maintenance partner could take. Both profiles indicate that the
inverter had a regular behavior and that no action should be taken.

As a conclusion, we have proposed an integrated workflow enabling the rapid
performance quantification of the operating cycles of an industrial asset. The
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validation of this workflow on real industrial use case data have demonstrated
that the performance labelling of new operating cycles using the previously ob-
served ones can be very accurate. It demonstrated further that the generated
performance profiles are significantly distinct leading to robust classification per-
formance using kNN.

5 Conclusion

Our methodology allows rapid annotation of new asset operating cycles with
a known performance label or profile, only based on event logs. Assessing the
performance of an asset is time and resource consuming as it implies analyzing
the event logs, the various sensor data, the asset characteristics and requires
domain experts’ knowledge. We have shown that our methodology was able to
label performance of new operating cycles with a mean accuracy of 98% using
a kNN classifier, solely based on the event logs and with negligible computation
time.
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Abstract. The advancement in technologies has contributed largely to almost 
every areas of life, and importantly, most organizations use technology in various 
dimensions to drive optimization of their business values and build competitive 
advantages. Maintenance in industry is one of the tools that an organization can 
use to achieve optimization of the business value of a functional unit and this 
optimization can only be achieved through predictive maintenance which pre-
vents an occurrence of breakdown of functional units because of missed mainte-
nance activities and at the same time ensures that maintenance activities are not 
carried out before due time to avoid unnecessary cost on the functional units.  

We studied maintenance engineering focusing on the use of classification 
methods to predict failures of a functional units. We started by exploring a real-
life data from a functional unit and use missing data techniques to handle missing 
values in the dataset, which resulted in a complete dataset. We explored various 
feature selection techniques to extract important features and reduce dimension-
ality of the dataset. Then, we explored the uses of the following machine learning 
methods: logistic regression, naïve Bayes, support vector machine, k-nearest 
neighbor searching and ensemble learning techniques which are bagging and 
boosting methods.  

We use evaluation metrics to compare the performance of different machine 
learning methods. The results of this experiment indicated that ensemble learning 
techniques performed better than other machine learning methods because the 
predictions from ensemble learning techniques produced better evaluation met-
rics. 

Keywords: predictive maintenance, machine learning, evaluation metrics 

1 Introduction 

Maintenance can be described as the set of activities and actions which involve func-
tional checking, servicing, testing, measurement, repairing or replacing of devices, 
equipment, machineries, and supporting utilities in industrial, business, governmental 
and residential environment [1]. Maintenance can also be defined as the combination 
of all technical and associated administrative actions intended to retain an item in or 



restore it to a state in which it can perform its required function (British standard glos-
sary of terms used in terotechnology, 1993) [2]. 

Maintenance ensures that the functional units are effective in their performance, pre-
serves the life span of the functional unit and contributes to the sustainability and avail-
ability of the functional units. The lack or ineffectiveness of maintenance activities can 
contribute negative effects to the overall business performance through their impact on 
quality, the availability of the equipment, the organization competitiveness and the or-
ganization environment. 

There are three main types of maintenance, which are corrective, preventive and 
predictive maintenance. Corrective maintenance is a type of maintenance where 
maintenance activities are carried out on the equipment mainly after the breakdown of 
the equipment. Preventive maintenance is also referred to as predetermined preventive 
maintenance and is a type of maintenance where maintenance activities are carried out 
on the equipment at fixed interval to avoid malfunctioning or breakdown of the equip-
ment. These two types of maintenance are referred to as traditional maintenance strat-
egies. Predictive maintenance is also referred to as condition-based maintenance 
(CBM). CBM is a set of maintenance actions based on the real-time or near real-time 
assessment of equipment condition, which is obtained from embedded sensors and/or 
external tests and measurements, taken by portable equipment and/or subjective condi-
tion monitoring [3]. Predictive maintenance is maintenance carried out following a 
forecast derived from repeated analysis or known characteristics and evaluation of the 
significant parameters of the degradation of the equipment [4]. 

Jantunen et al. [5] suggest that the concept of maintenance has evolved over the last 
few decades from a corrective approach (maintenance actions after a failure) to a pre-
ventive approach (maintenance actions to prevent the failure). Notably, the path of evo-
lution of the maintenance activities has been from non-issue to business strategic con-
cern. Initially, maintenance was majorly seen as an inevitable part of production where 
the maintenance activities were carried out after the breakdown of the equipment be-
cause downtime was not a critical issue and it was adequate to carry out maintenance 
after breakdown. 

Later, it was conceived that maintenance was a technical matter and this did not only 
include optimizing technical maintenance solutions, but it also included the attention 
of the organization on the maintenance work [6]. Going forward, maintenance was sep-
arated from being a subfunction of production and was considered as a functional unit 
which represents one of the profit contributors to the organization. At this stage, the 
downtime from equipment breakdown was a critical issue and maintenance activities 
were carried out to prevent equipment breakdown. 

The major impact of technology advancement in the area of maintenance can be 
observed in predictive (condition-based) maintenance where sensors are used to meas-
ure relatively huge amounts of data about the conditions of the equipment and this data 
is used to create models using different methods such as machine learning methods to 
determine the optimal time to carry out maintenance activities on the equipment just 
before the equipment failure or breakdown. The new technology such as IoT promotes 
the instantaneous availability and accessibility of the data about the conditions of the 
machines or products. 
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Riccardo et al. [7] exploited three classification models which were decision trees, 
random forests and neural network to a complex high-speed packing machine for mak-
ing decision related to predictive maintenance and the result of their study revealed that 
random forest classifier performed better than other two classifier in terms of accuracies 
of the models. C. Gondek, D. Hafner & O. Sampson [8] used combination of feature 
engineering and one classification method which was random forest to predict the fail-
ure of Air Pressure System of Scania Trucks. This research study is different from the 
mentioned studies because it explored combination of feature engineering techniques 
with different classification methods. This research paper entirely concentrated on a 
novel application topic for industrial machine learning. Therefore, no novel methodo-
logical research was presented. 

This paper is arranged in different sections: Section 2 describes the data used, Sec-
tion 3 involves the methods used and how the methods are applied in achieving the 
obtained results of the experiment. Section 4 consists of the obtained results of machine 
learning methods and the description of the results in comparison to other results of the 
experiments. Finally, Section 5 presents the conclusion of the experiments and the dis-
cussion on the future recommendation on area of improvement. 

2 Data Used 

The experiment focuses on using different classification methods of supervised ma-
chine learning on data collected from a heavy Scania truck of Scania AB organization 
which is a major Swedish manufacturer of commercial vehicles. The public dataset 
which was discovered from UCI machine learning repository website https://ar-
chive.ics.uci.edu/ml/datasets/APS+Failure+at+Scania+Trucks, consists of data gener-
ated from everyday utilization of a heavy Scania truck and the main component of focus 
is Air Pressure System (APS) which generates pressurized air for effective operation of 
various components of the truck such as brake and gear components. The dataset con-
sists of one response variable which is named class and 170 independent variables 
which have been anonymized for security purpose and to reduce the risk of unintended 
usages of the dataset. 

The dataset includes the training set which consists of 60,000 instances and the test 
set which consists of 16,000 instances. The class label of the response variable for the 
training set consists 1,000 cases with the positive class and 59,000 cases with the neg-
ative class while the class label for the test set consists of 375 cases with the positive 
class and 15,625 cases with the negative class. The positive class of the dataset indicates 
a truck with failures which are related to APS and requires that the maintenance should 
be carried out on the APS just before breakdown. The negative class of the dataset 
indicates a truck with failures which are not related to APS. Tabel 1 represents a small 
section of the dataset. 
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Table 1.  Excerpt of the data set 

3 Methods 

The methods used in achieving the obtained results of the experiments made can be 
categorized into three categories: missing data handling methods, feature selection 
methods and machine learning methods. 

3.1 Handling of Missing Data 

Firstly, exploratory data analysis was carried out on the dataset the class label is a cat-
egorical variable and consists of two classes: positive and negative classes. It was ob-
served that the dataset is skewed towards negative class. Figure 1 represents the skew-
ness of the dataset. 

All the independent variables are numeric variables. The dataset contains significant 
amount of missing values, out of 60,000 cases in the training set, there are 591 cases 
without the missing values, and hence the method of deleting cases with missing values 
is not used for this dataset at this stage. There is only one feature that is without missing 
value out of 170 independent features in the dataset. Figure 2 represents the missing 
value percentage in each feature. 
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Fig. 1. A plot showing the histogram of the target feature (number of observations of each target 
value) 

Fig. 2. A plot showing percentage of NA (missing value) in each feature before Imputation 

The missing values were handled through missing at random (MAR) method. Miss-
ing at random (MAR) is one of the types of missing data mechanism and data is missing 
at random when the probability of the missing data on a feature Y depends on the other 
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observed feature(s), but not to the value of Y that should have been observed [9]. The 
MICE (Multivariate Imputation via Chain Equations) package in R is used to perform 
missing value imputation and MICE assumes that the data are missing at random 
(MAR) [10]. The method of MICE was set to classification and regression tree (CART) 
and Figure 3 represents the missing value percentage in each feature after imputation 
of missing values. 

Fig. 3. A plot showing percentage of NA in each feature after Imputation 

Figure 4 shows that 8 features are still having missing values after imputation of 
missing values were carried out, and at this stage, the deletion of cases with missing 
value was executed which resulted into the dataset with total of 44,667 cases for build-
ing the models. There are no missing values in the version of the dataset of this project 
work because cases with missing values have been removed. 

3.2 Feature Selection Method 

Feature selection involves choosing a k-dimensional important and relevant feature 
subspace from the initial d-dimensional feature space by selecting k of the original fea-
tures where k is less than d and ignoring the remaining (d-k) features which are assumed 
to be irrelevant features or too noisy to benefit the performance of the models. We used 
three feature selection methods, namely: Information Gain (I.G), Random Forest (R.F) 
and lasso regression (L.R). 

Information Gain (I.G). which is also referred to as Mutual Information (MI) 
measures the dependency between two variables. It can be defined as the amount of 
information obtained about one random variable from observing the other random 
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variable[11]. Feature selection is carried out on the dataset using selection of top 
ranking features having the highest mutual information with target variable of the 
dataset, and Figure 4 represents selected 94 features which are significantly better than 
other features for prediction of target variables. 

Fig. 4. A plot showing weight of features using Information Gain 

Fig. 5. A plot of important features vs level of importance using Random Forest 
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Random forest (R.F). can be used for a feature selection purpose and in this exper-
iment, Gini impurity was used as the measure of impurity for choosing the best features. 
A threshold was applied to select features with mean decrease Gini of at least 5 and 
Figure 5 indicates that 30 features are important out of the total 170 features in the sense 
that their mean decrease Gini were the threshold. 

LASSO. (Least Absolute Shrinkage and Selection Operator) is a regularization 
method which is used to reduce the model complexity and a powerful technique for 
feature selection by selecting the significant features to predict the dependent variables 
while shrinking the coefficients of unimportant features to zero. The Lasso features 
selection method produced 68 features which balance accuracy with model simplicity 
out of total 170 features in the dataset. 

3.3 Machine Learning Methods 

The following machine learning methods for classification purpose were applied: Lo-
gistic regression, Naïve Bayes classifier, K-Nearest Neighbor Searching, Support Vec-
tor Machine and Ensemble learning (Bagging and Boosting methods). For each method, 
four different types of models were created which are models with all the features in 
the dataset, and models with features selected from information gain, random forest and 
Lasso regression feature selection techniques. The models were built from the total 
sample sizes which were randomly divided into training set and test set. The total sam-
ple size was 44,667 where 70% were selected randomly as training set and remaining 
30% selected as test set. The training set is used for creating the model, while the test 
set is used for creating model evaluation metrics which are used to determine the model 
predictive performance. The results obtained during the experiment are shown in Sec-
tion 4. 

Logistic regression. is an extension version of linear regression which is used to 
solve classification problems where the dependent variable is categorical variable such 
as pass/fail, default/not default, and win/lose [12]. Binary logistic regression model is 
used in this experiment because the target label is categorical variable with labelled 1 
and 0. Method of glm from “caTools” library with binomial family and link value of 
logit was used to build Logistics regression models in this experiment. 

Naïve Bayes classifier. is one of the practical Bayesians learning methods where 
calculation for a hypothesis is explicitly based on probabilities through the application 
of Bayes theorem with the fundamental assumption that each feature makes an inde-
pendent contribution to the result of the outcome. Bayes theorem provides a way of 
calculating the probability of occurrence of an event based on the probability of another 
event that has already occurred. In this experiment, the method of naiveBayes from 
“e1071” library was used to build Naïve Bayes models with the target variable in a 
factor representation. 

K - Nearest Neighbors (KNN). is one of the instance-based learning methods where 
the training dataset is stored and learning of the discriminative function is delayed and 
carried out until there is a new instance to be classified. When there is a new instance, 
a set of instances that are like the new instance are retrieved from the stored training 
dataset and they are used to classify the new instance. The value of K, which represents 
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the number of neighbors, is crucial in finding balance between overfitting and under-
fitting of KNN classifiers. 

In this research, the centering and scaling method was used to preprocess the varia-
bles because KNN requires normalized/scaled variables. 10-fold cross validation was 
used and repeated 3 times, and the accuracies of resampling results against the numbers 
of neighbors is used to determine the optimal value of K with the highest accuracy. 
Cross validation method uses a small portion of the training set as validation set which 
is used to evaluate the performance of the KNN model under different values of K. The 
value of K that produces the best performance on the validation dataset is selected, and 
the best value of K in this experiment was 5. 

Support Vectors Machine (SVM). can be used for classification task. It creates 
different hyperplanes that separate the data samples and amongst these different hyper-
planes, it locates optimal hyperplane with maximum margin between the data samples 
that can accurately distinguish one class from the other class depending where the data 
sample is positioned on the side of the hyperplane [13]. 

There are basically two different categories of linearly separable SVM, which are 
Hard-SVM and Soft-SVM. In this part of the experiment, we implemented linear SVM 
and Radial SVM methods. However, we assumed that the dataset is fully or partially 
linearly separable because the results of the Radial SVM models were not better than 
the results of the Linear SVM models and the computational time of Radial SVM meth-
ods were higher than the computational time of Linear SVM methods. The resampling 
method of repeated cross validation, with 10-fold cross validation repeated 3 times, was 
used in building each Linear SVM models. The centering and scaling method were used 
to preprocess the variables, with tune length value of 10. 

The Ensemble method produces a classifier with reduction in variance, bias and im-
proved predictive power. There are various methods of ensemble learning and the most 
common two of these methods which are Bagging and Boosting methods are consid-
ered in this experiment. 

Bagging technique. of ensemble learning which involves building N number of 
classifiers. The training samples used for each classification model is a subset of the 
initial training set and each subset is drawn at random with replacement from the initial 
training set, because of this the bagging technique is also called bootstrap aggregating. 
In this experiment, we used bootstrap samples (nbagg) = 25, which represents 25 sub-
sets which are drawn randomly with replacement from the initial training set to build 
25 different classifiers.  The results of predictions from each of the 25 classifiers are 
used to provide the result of the final prediction, and this was achieved through majority 
voting scheme of the predictions from the 25 classifiers. 

Boosting technique. of ensemble learning converts weak learners to strong learners 
by focusing on training of samples that are difficult to classify, and this is achieved by 
giving more weight to samples that were previously misclassified and reducing the 
weight of correctly classified samples. Weak learners, such as decision trees, are the 
learners that have slightly better performance evaluation metrics than random guessing. 
In this experiment, gradient boosting method (gbm) method was used to build boosting 
models with parameters such as distribution, which was Bernoulli, number of trees = 
200, interaction.depth = 4, shrinkage = 0.01, and 10-fold cross validation. After 
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building each boosting model, cross validation method together with gbm.perf function 
was used to determine the optimal number of trees for predicting the accuracy of the 
model. Boosting technique can be an effective method of reducing bias of a model [13]. 

4 Results 

This section involves model evaluation metrics used for comparing the machine learn-
ing models built, the machine learning methods applied, how they are applied and the 
results of each methods. 

Model evaluation metrics [21] are used to determine the prediction performance of 
a model to new unseen observations. The following model evaluation metrics are con-
sidered in this experiment; accuracy, precision, recall, F1 score, and area under curve 
of receiver operating characteristics (AUCROC). The classification models for the ex-
periments are binary classification where the target variable has only two classes to be 
predicted and straightforward explanations of evaluation metrics [21] such as accuracy, 
precision, recall and F1 score (see Formula 1-4) can be achieved using confusion ma-
trix. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴, =  𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+ 𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

(1)

Precision = TP/(TP+ FP)  (2) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+ 𝐹𝐹𝐹𝐹

(3) 

𝐹𝐹1 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  2∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅∗𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅+ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

(4). 

Table 2 represents the performances of the different logistics regression models with 
their evaluation metrics, and it shows that models constructed with features from Lasso 
regression feature selection techniques had the highest values in terms of accuracy, pre-
cision, recall and F1score, while model constructed with features from random forest 
feature selection technique had the highest value in terms of AUCROC. Thus, logistic 
regression model demonstrated a high level of performance with models built through 
Lasso regression features. 

Table 3 represents the performances of the different Naïve Bayes models with their 
evaluation metrics, and it shows that the model constructed with features from random 
forest feature selection techniques had the highest values in terms of accuracy, preci-
sion, and F1-score, while the model constructed with features from information gain 
feature selection technique had the highest value in terms of recall and AUCROC. Thus, 
Naïve Bayes model demonstrated a high level of performance with models built 
through random forest features. 
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Table 2. Logistics regression models 

All fea-
tures (171) 

Information 
Gain features 
(94) 

Random 
Forest fea-
tures (30) 

Lasso Re-
gression fea-
tures (68) 

Accuracy 0.9947 0.9952 0.9951 0.9962 

Precision 0.6667 0.7176 0.7500 0.8400 

Recall 0.5941 0.5980 0.5347 0.6238 

F1 score 0.6283 0.6524 0.6243 0.7159 

AUCROC 0.7959 0.8010 0.9659 0.9443 

However, it is important to highlight that generally the precisions and F1 scores from 
Naïve Bayes models were low compared to the ones from logistics regression classifi-
ers as shown in Table 2, because of a relatively great false positive number. Thus, alt-
hough recalls from Naïve Bayes models were much better than that from logistics re-
gression classifiers as shown in Table 2, precisions were clearly worse than in Table1 

Table 3. Naïve Bayes models 

All fea-
tures (171) 

Infor-
mation Gain 
features (94) 

Random 
Forest fea-
tures (30) 

Lasso Re-
gression fea-
tures (68) 

Accuracy 0.9694 0.9735 0.9811 0.9775 

Precision 0.1828 0.2092 0.2683 0.2340 

Recall 0.8812 0.9010 0.8713 0.8713 

F1 score 0.3028 0.3396 0.4103 0.3689 

AUCROC 0.9256 0.9375 0.9266 0.9248 

. 
Table 4 shows the performances of the different KNN models with their evaluation 

metrics, and it shows that the model constructed with features from random forest fea-
ture selection technique had the highest values in all the evaluation metrics, and in term 
of precision, KNN models demonstrated high level of performance compared to models 
from logistic regression and Naïve Bayes models. 
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Table 3. Results of KNN models 

All fea-
tures (171) 

Infor-
mation Gain 
features (94) 

Random 
Forest fea-
tures (30) 

Lasso Re-
gression fea-
tures (68) 

Accuracy 0.9948 0.9957 0.9967 0.9963 

Precision 0.8076 0.8333 0.9014 0.8714 

Recall 0.4158 0.5445 0.6336 0.6039 

F1 score 0.5489 0.6586 0.7441 0.7133 

AUCROC 0.7075 0.7718 0.8165 0.8016 

Table 5 presents the performances of different linear SVM models with their evalu-
ation metrics, and it shows that the model constructed with features from Lasso regres-
sion feature selection technique had the highest values in terms of evaluation metrics 
compared to the models constructed from other features. 

Table 4. Linear SVM models 

All fea-
tures (171) 

Infor-
mation Gain 
features (94) 

Random 
Forest fea-
tures (30) 

Lasso Re-
gression 

features 
(68) 

Accuracy 0.9962 0.9959 0.9959 0.9965 

Precision 0.8493 0.8219 0.8405 0.9130 

Recall 0.6138 0.5940 0.5742 0.6237 

F1 score 0.7125 0.6896 0.6822 0.7411 

AUCROC 0.8065 0.7965 0.7867 0.8115 

Table 6 presents the performances of the different bagging models with their evalu-
ation metrics, and it shows that the model constructed with features from information 
gain feature selection technique had the highest values in terms of evaluation metrics. 
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Table 5. Results of bagging models 

All fea-
tures (171) 

Infor-
mation Gain 
features (94) 

Random 
Forest fea-
tures (30) 

Lasso Re-
gression fea-
tures (68) 

Accuracy 0.9970 0.9974 0.9969 0.9969 

Precision 0.8604 0.8764 0.8488 0.8409 

Recall 0.7326 0.7722 0.7227 0.7326 

F1 score 0.7913 0.8210 0.7806 0.7830 

AUCROC 0.8658 0.8857 0.8608 0.8658 

Table 7 presents the performances of the different boosting models with their eval-
uation metrics and it shows that there is no strong difference in the evaluation metrics 
of boosting models constructed with all the features and with the features from the fea-
ture selection techniques. 

Table 6. Results of boosting models 

All fea-
tures (171) 

Infor-
mation Gain 
features (94) 

Random 
Forest fea-
tures (30) 

Lasso Re-
gression fea-
tures (68) 

Accuracy 0.9957 0.9956 0.9957 0.9954 

Precision 0.8437 0.8115 0.8666 0.8030 

Recall 0.5346 0.5544 0.5148 0.5247 

F1 score 0.6544 0.6587 0.6459 0.6346 

AUCROC 0.9712 0.9709 0.9715 0.9802 

5 Conclusions 

This research work involved examination of six different machine learning methods for 
the classification task, and these methods were logistic regression, Naïve Bayes classi-
fier, KNN, Linear SVM, Bagging and Boosting methods of Ensemble learning. 

In terms of accuracy, all the considered models performed very well, but the bagging 
method of ensemble learning had the highest performance in term of accuracy with the 
accuracy of 99.74% and followed by KNN model with the accuracy of 99.67%. In terms 
of precision and recall which are the focus of this research work, Linear SVM model 
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had the highest performance with the precision value of 91.30% and followed by KNN 
model with the precision value of 90.14%.  

The Naïve Bayes model had the highest performance in terms of recall with the recall 
value of 90.10% and followed by Bagging model with the recall value of 77.22%. How-
ever, the precision of Naïve Bayes models was low because of relatively great false 
positive number compared to true positive number and the model did poorly in terms 
of precision and F1 score as the evaluation metrics, thereby making the model the least 
performing model out of the six models that were considered. 

In terms of AUCROC, all the considered models performed relatively well, but the 
boosting method of ensemble learning had the highest performance in term of 
AUCROC with the value of 0.9802 and followed by Logistics regression model with 
the AUCROC value of 0.9659. The F1 score evaluation metric is the harmonic mean 
of both precision and recall and it was used to select the best performing model out of 
the six models because it contributes to achieving minimum type I and type II errors 
where high precision and recall are contributing factors respectively. The Bagging 
method had the highest performance in term of F1 score with the F1 score of 82.10% 
and followed by KNN models. 

The results of this study demonstrated the importance of feature engineering in im-
proving the performance of the machine learning models, and the results also suggested 
that Ensemble learning methods are efficient in reducing variance and bias in the da-
taset. Based on the current results, these methods could be practically applied to the 
current data and industrial application. This work can be improved in the future by 
investigating the behavior of the other latest machine learning technique and most es-
pecially the artificial neural networks techniques. 
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Abstract. This paper discusses what stakeholders expect from analytics. These 
stakeholders include owners, users, candidates, and citizens. Fifteen expectations 
are identified and addressed. These expectations range from privacy, security, 
bias, through to actuarial prediction and trust. The key messages include: trust 
rather than transparency is the key to having the results of analytics accepted; 
greater productivity would be gained from data scientists if they focused their 
energies on mining and modelling tasks rather the responsibilities for data extrac-
tion and curation; a variety of skill sets are required to deliver analytics capabil-
ities; analytics is about providing results that help people to understand issues 
and to reach decisions; and if you provide stakeholders with what they require to 
perform their duties and responsibilities, they will take ownership of what is 
given to them and they will come back wanting improvements and enhancements 
to what is supplied. 

Keywords: takeholder expectations, Sense making, Decision making, Analytics 
professionals. 

1 Introduction  

Analytics involves using advanced computational techniques, such as statistical and 
machine learning methods, to extract new knowledge from knowledge, information and 
data (KID). These tasks are to assist stakeholders to perform their duties and responsi-
bilities. Data are stimuli that people perceive through their senses. Infor-
mation is data that have been processed into a form that is meaningful to the recipi-
ent. Knowledge is what has been understood and evaluated by the recipient [1]. An ex-
ample of analytics is using modelling and mining techniques to identify profitable cus-
tomers for a supermarket chain and offering these customers marquee services to entice 
them to continue to purchase products from this chain. 

There are a number of stakeholders, also called ‘interested parties’, involved in ana-
lytics. They include owners, candidates, citizens, and users.  

Owners are those who either own or lease analytics capabilities. They determine 
whether the capabilities will be developed and employed to meet their business require-
ments for purposes such as to raise profits, to lower costs and/or to improve business 
outcomes. 
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Candidates can be clients, fraudsters, patients, criminals, students, or any other party 
who are detected by modelling solutions and/or are discovered using mining algo-
rithms. They are the outputs of the analytics process.  

Another important party is the citizens of the country. They constitute the broader 
community and judge how analytics are used. It is suggested that their approval and 
support are required for an analytics capability to progress and prosper. If the public 
does not like what an analytics capability delivers and how it impacts the community, 
then its future is likely to be tenuous. It is the citizenry of a country; usually through 
their elected representatives in parliament, their government regulators, and their judi-
ciary; that exercise authority over the production and appropriate use of analytics. 

Users use the results of analytics to make decisions about how the results will be 
employed to achieve business and other incomes. Users can be, for example, business 
analysts, auditors, investigators, customer service officers and nudge experts who craft 
treatments to guide and reinforce in small steps desirable behaviors from citizens. Users 
decide based on the analytics results produced, which candidates will be targeted and 
what treatments they will be given to attain business objectives. The objectives are usu-
ally determined by senior management of the enterprise and approved by the owners.  

These stakeholders also have many expectations of analytics. This subject is ad-
dressed in Section 2. This is followed by a discussion of the requirements that arise 
from the expectations in Section 3. Lastly, conclusions are provided in Section 4.  

2 Expectations  

There is an increasing discussion in blogs, articles and other publications about issues 
to do with privacy, security and ethical use of KID and analytics. There is also a focus 
on what owners, users, candidates and citizens want from analytics in terms of results 
and how the results are applied. Many of these expectations are listed in Table 1 below. 
The remainder of this paper focuses on what stakeholders expect from analytics and 
how these expectations are being met. 

Table 1. Expectations with KID and Analytics. 

Serial Issue Explanation Comments 
1 Privacy Confidentiality of candidate de-

tails and results that candidates 
do not want shared with other 
parties 

There is an exception here 
where there is a legal obli-
gation on all citizens to re-
port breaches of the law 
to authorized parties 

2 Security Preventing unauthorized parties 
gaining access to candidate details 
and results. It covers physical, 
personnel, and data protection, as 
well as precautions against user 

This issue is becoming an 
increasingly challenging 
task with the sophisti-
cated techniques and tac-
tics used by cyber crimi-
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error.  Disruption of or interfer-
ence with the physical infrastruc-
ture affects perceptions of trust. 
Access to personal details is a pri-
vacy issue while access to input 
information, algorithms, or results 
is a protective security issue 

nals to penetrate com-
puter systems to steal in-
formation and funds 

3 Ethical Use Using KID and the results of ana-
lytics in a manner that does not 
unfairly harm stakeholders 

Includes detecting those 
who intend to harm soci-
ety and its citizens  

4 Bias Using KID and analytics that does 
not discriminate unfairly and dis-
advantage different segments of 
a population  

Includes discriminating 
unfairly against candi-
dates based on criteria 
such as race, ethnicity, re-
ligion, education, occupa-
tion, age, income, health 
and geography 

5 Transpar-
ency of Re-
sults

Producing results that are under-
standable to those who interpret 
and use KID and the results of an-
alytics 

Includes issues to do with 
explicability, interpretabil-
ity and comprehensibility 
of results.   
Ideally the results should 
be transparent to all par-
ties, but this can be diffi-
cult for those who do not 
have specialist knowledge 
to understand the techni-
calities of analytics and 
the results produced 

6 Acceptability 
of Results 

The results meet the needs and 
expectations of different parties 

They do not have to be ac-
ceptable to some parties 
such as those who commit 
fraud 

7 Usefulness 
of Results 

The results assist relevant parties 
such as owners and users to un-
derstand candidates and reach 
decisions 

The term ‘usefulness’ can 
have many meanings such 
as the reasons why candi-
dates were identified by 
an analytics solution, un-
derstand the context of 
the candidates and how 
they might act if targeted 
for treatment and the in-
telligence the results pro-
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vide on what types of can-
didates are detected and 
the threats they pose 

8 Validity of 
Results 

The results measure what they 
purport to measure 

An example is a solution 
that detects customers 
who change providers. 
The solution needs to 
demonstrate that it de-
tects customers who 
churn in this manner 

9 Reliability of 
Results 

The detection/discovery solution 
consistently produces valid re-
sults over time 

Stakeholders will lose con-
fidence in solutions that 
produce variable results  

10 Discrimina-
tion of the 
Results 

The discovery/detection solution 
should clearly distinguish be-
tween candidates in different 
classifications. This is an indica-
tion of the resolution power of 
the solution  

For example, the solution 
should clearly distinguish 
between candidates who 
are high risk and those 
who are low risk of not re-
paying a loan to buy a res-
idential property 

11 Accuracy of 
Results 

The discovery/detection solution 
should minimize the incidence of 
false positives and false negatives 
with candidates 

A false positive is a candi-
date who appears to be a 
true positive, such as a pa-
tient who has cancer 
when he/she does not 
have this disease, and a 
false negative is a true 
positive that is misclassi-
fied as a negative (i.e. 
classified as a patient who 
does not have cancer 
when he/she has the dis-
ease) 

12 Utility of Re-
sults 

The discovery/detection solution 
should show both the benefits 
and costs of the analytics solution 
-i.e. Utility = Benefits – Costs

Assist users to identify the 
optimal selection deci-
sion, based on trade-offs 
between costs and bene-
fits of targeting and treat-
ing candidates and the 
costs of developing, main-
taining, and supporting 
the analytics solution  
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13 Actuarial 
Prediction 

Contribution that statistical and 
machine-learning models make 
to producing accurate classifica-
tions and predictions compared 
to those based on human judg-
ment  

It is assumed by many that 
human beings are supe-
rior in their judgments of 
candidates compared to 
the classifications and 
predictions of statistical 
and machine-learning 
models 

14 Knowledge, 
Information 
and Data 
(KID)  

KID is curated and fit for purpose: 
to ensure the KID is useful, accu-
rate and valid  

KID should be clean, com-
plete and relevant to the 
issue being analysed   

15 Trust The ultimate test of any solution 
is whether stakeholders have 
trust in the results produced by 
the analytics solution. It is sug-
gested that trust leads to confi-
dence 

If an analytics solution 
does not have the trust of 
stakeholders, it is unlikely 
to be supported regard-
less of its scientific merits  

There are fifteen expectations listed in Table 1. There are likely to be others that should 
be added to this list. Equally there maybe expectations in the table that need further 
explanation to explain more fully what they entail and what their implications are. For 
example, the ethical aspects [2-3] of analytics (see Serial 3 in Table 1 above) covers 
issues such as ownership of KID, consent, and access to the algorithms that generate 
the KID and algorithms that extract knowledge and insights from this resource.  

3 Requirements 

The expectations listed in Table 1 indicate that there are many requirements that those 
who provide analytics solutions need to consider when determining what they will de-
liver to stakeholders. It is considered that only a few of these requirements are discre-
tionary.  

By discretionary it is meant that it is up to the developer to provide them if the owner 
does not request them. Examples of discretionary requirements include transparency 
and the utility of the results (see Serials 5 and 12 of Table 1). More is said about these 
issues shortly. 

The remaining expectations are seen to be non-discretionary in that those developing 
analytics solutions are putting their solutions at risk if they ignore these expectations. 
For example, if the requirements for security are not considered, this can have obvious 
consequence of compromising the privacy of candidates (see Serial 1 of Table 1).  
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3.1 Violating Privacy 

When it comes to this issue, one does not need to look further than the Cambridge 
Analytica scandal [4] where data on an estimated 87m Facebook users was acquired 
without their approval and was used by this analytics firm to identify and target voters 
to try to persuade them to vote for Donald Trump in the 2016 Presidential elections. 
The adverse publicity from this incident led to Cambridge Analytica going out of busi-
ness.  

3.2 Bias 

Another requirement that is not always given sufficient attention by those who perform 
the analytic function is bias of the results. One outspoken critic of this problem with 
statistical and machine-learning models is Cathy O’Neil [5].  

This issue is illustrated by the tendency of model developers to use available cases 
of, for example, fraud to develop modelling solutions. Bias is evident here because 
model developers do not check to see if the available fraud cases adequately and fairly 
represent those found in the target population. This oversight means that models can be 
biased towards detecting certain types of fraudsters but not all fraudsters in the target 
population. To illustrate, the cases detected maybe white-collar criminals defrauding 
publicly listed companies while those not detected can be operators of not-for-profit 
organizations such as charities.  

This problem of bias can be reduced (note not eliminated) by stratifying the target 
population using criteria such as ethnicity, age, education, income, occupation and ge-
ographic location to see in which strata known fraud cases are found. If certain strata 
have sprinklings of these cases while others do not, it could indicate that the modelling 
solution is biased. This suggests that those strata with very low/zero sprinklings should 
be analysed more thoroughly to see if fraud cases have been missed and should be in-
cluded in the examples used to develop the modelling solution.  

Not only can the cases used to develop models be biased but so too can be the tech-
niques used to analyse data. For example, clustering algorithms can be biased towards 
recovering different shaped clusters from data. The k-means clustering algorithms is 
biased towards recovering hyper-spherical shaped clusters [6] from the data analyzed. 

3.3 Effectiveness of the Predictions 

There is an issue in how analytics results are judged as effective by stakeholders (see 
Serial 13 of Table 1). The author has seen various responses by users to analytics results 
including those who checked the results to see if they agreed with their judgments. If 
there was agreement, action was taken with the candidates. The modelling results gave 
users reassurance that their judgments were right. 

Another response was where users cherry-picked the results by selecting candidates 
that agreed with their deeply held beliefs or alternatively were supportive of a policy or 
course of action they wanted to pursue. In other words, the selected results were used 
for political purposes.  
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Unfortunately, the author has seen the results of analytics rejected by users because 
they either felt threatened by them or because there were political implications that 
necessitated that the results be shelved. Those who occupy senior positions in organi-
zations that use analytics have to weigh both the technical merits of the results produced 
versus their broader economic, social and political implications.  This is illustrated with 
the current debate about climate change in the world where there are those who argue 
for the  need to reduce the amount of carbon dioxide in the atmosphere versus those 
who oppose such measures because of the increased costs to industry in making the 
required reductions in this gas.  

A fourth reaction was where users believed in the superiority of their own judgments 
and experience and rejected the results provided by analytics solutions. The results of 
empirical research provide interesting insights into the comparative advantages of using 
human judgment versus those provided by actuarial prediction - i.e. the results of sta-
tistical and machine-learning models.   

There are four broad discernible trends with the research into this issue. The first is 
that the results of actuarial prediction have been found to consistently outperform the 
judgments of experts in most of the reported studies [7-9] that were reviewed. The sec-
ond is that the research [10-13] has also indicated that better classifications and predic-
tions are obtained if human judgment is combined with actuarial prediction. The third 
[14] is that the pooled results of a collection of experts have been shown to outperform
those of statistical and machine-learning models. The fourth [15] is that it has been
found from recent research that the decision making involved in making classifications
and predictions is more intricate and involved than has been previously assumed and
that more research is required to understand what human beings and what statistical and
machine-learning models contribute to these outcomes. What the results do reveal is
that the judgments of individuals have not consistently outperformed those of statistical
and machine-learning models.

3.4 Transparency and Trust 

Many will argue that transparency [16-17] is paramount with analytics results because 
if stakeholders do not understand the reasons for classifications and predictions, they 
will not trust them and therefore will not accept them. Furthermore, they will have little 
or no confidence in the results (see Serials 5 and 15 of Table 1). This is a challenge 
because opaque models [18] are produced by those who do analytics.  These are models 
where stakeholders are not provided the reasons for the outputs of models. An example 
is artificial neural networks (ANNs) [19-20]. These are viewed as ‘black boxes’ be-
cause it is difficult to work out why candidates are given their classifications. ANNs 
can be converted into what are called ‘grey boxes’ where, for example, a decision-tree 
model is ‘bolted on’ as a backend to an ANN to identify the reasons why candidates 
were given their classifications. Progress is also being made with image data where 
ANNS are being developed that perform human complex reasoning tasks to answer 
questions about the contents of images [21].     

Another perspective with the requirement for transparency was the response of a 
senior lawyer at a inter departmental meeting in the Australian Federal Government 
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that the author attended. The lawyer stated that the results of opaque models would be 
acceptable if they are trusted by those who use them. This means demonstrating that 
the candidates, identified by opaque models, are true positives such as those showing 
those who will churn by, for example, changing their telephone provider. The feedback 
from interventions, such as audits, will indicate the extent that an opaque model is iden-
tifying these candidates. This feedback provides reassurance that the model is working 
and that stakeholders can trust the results.   

It should also be noted that the author has seen transparent models, such as decision 
trees, that produced very dense and detailed business rules that were hard to unpick and 
interpret. This illustrates that stakeholders can also have issues understanding the re-
sults of transparent models. That is, the transparent results impose a cognitive workload 
that makes it difficult for stakeholders to make sense of what the model is providing.  

It is also important to note that all models, regardless of what methods they use and 
how they are developed, have different error rates (see Serial 11 of Table 1). These 
need to be communicated to all interested parties so that they know how accurate the 
models are and what trust and hence confidence they can have in the results. If the 
models generate high numbers of false positives and if they impose an administrative 
burden on these candidates, such as the time and effort required to prove that they were 
not overpaid social security benefits, it can quickly undermine the confidence people 
have in the modelling solution.   

3.5 Utility 

When it comes to utility [22-24], it is surprising that few model developers provide 
results that indicate the economic advantages of their solutions (see Serial 12 of Table 
1). The requirements with utility are twofold of (1) demonstrating that the benefits of 
the solution exceed its costs and (2) showing that the solution is superior in its perfor-
mance compared to other alternatives that can be employed to select and treat candi-
dates. This requires calculating both the costs and benefits of the solutions being con-
sidered.  

The costs include those entailed in developing, implementing and evaluating each 
solution; the costs of selecting and treating candidates and the costs of the ongoing 
maintenance of the solutions. The benefits include both direct and indirect ones. A di-
rect benefit is the savings achieved by the identification and treatment of fraudsters to 
stop them committing this offence. An example of an indirect benefit is the deterrence 
effects of a fraud model which, besides detecting fraudsters, deters others from carrying 
out this crime.  

One aspect of this requirement is working out the optimal cut-off score for selecting 
candidates for treatments as shown in Figure 1 below. This figure indicates where the 
benefits of selection and treatments are optimal compared to the costs of these actions 
and the costs of developing, maintaining and supporting the models used for this pur-
pose. 
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3.6 Other Issues 

There are expectations in Table 1 that have not been addressed so far in this paper. 
Those that deal with security (Serial 2 in Table 1), and the KID being curated and fit 
for purpose (Serial 14 in Table 1) are not discussed in this paper as others have given 
them attention (see [25-28] for security, [29-30] for data management, [31-32] for big 
data, [33] for knowledge and semantic data, [34] for graph databases and [35] for 
knowledge bases).   

Fig. 1. Optimal Score to Select Candidates based upon Maximizing Utility 

3.7 Data Wrangling 

One issue with KID that is acknowledged but remains an issue with analytics is that up 
to 90 percent of a data scientist’s time is spent doing data wrangling rather than doing 
mining and modelling. Data wrangling refers to the work required to extract, clean, 
prepare and check KID to ensure it meets the requirements of the project. This raises 
the question of whether data scientists should be called ‘data wranglers’ rather than 
‘data scientists’. More importantly it highlights how the productivity of data scientists 
is held back by the fact that they spend a disproportionate amount of their time on ex-
traction and curation of KID when they should be spending the majority of their time 
mining and modelling to extract knowledge and insights from this asset.   

The author has a rule of thumb that for each data scientist there should be three data 
analysts. Data analysts do extraction and curation of KID and data scientists check that 
the KID fits the requirements of the project and they do the mining and modelling. The 
use of three data analysts ensures there is a steady supply of KID for the data scientist 
to analyse. This rule increases the productivity of data scientists where their time is 
mostly spent on analysing KID. Robots can also be employed to assist with the extrac-
tion and curation tasks [36] thus increasing the efficiency of this process. 

Model Selection 
Score 

Low Risk High Risk 

Utility =  
Benefits - Costs 

Optimal Selection 
Score 
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3.8 Measurement Issues 

The need for analytical results that are valid, reliable, discriminatory and accurate are 
obvious requirements. Those who do model development certainly give accuracy con-
sideration but tend not to give the same attention to ensuring that their results are valid, 
reliable and discriminatory (see Serials 8 to11 in Table 1). The author has not seen any 
data scientist report on these issues. It is usually assumed that the analytics results meet 
these requirements. 

If reliability of classifications is taken as an example, the author has found that can-
didates identified by models fall into the one of the four categories shown in Table 2 
below. The percentages shown are hypothetical. In practice they vary from model to 
model and from situation to situation.  

Table 2. Positive Candidate Classification Categories 

True Positives False Positives 
Sojourners 20% 10% 
Stayers 55% 15% 

Sojourners, or temporary stayers, are candidates identified as positives with one run 
of the model and say a year later when the model is run again, they are not classified as 
positives. That is, they have changed from positive to negative classification. In con-
trast, stayers are candidates that stay positives no matter how often the model is run.  

Sojourners do not warrant treatment because they are transitory cases. They will 
change to be negatives without any interventions by the targeting organizations. Stayers 
should be treated because they are classified as positives over time until they change 
their behaviour.   

The author is of the view that reliability of an analytics model should be based on 
the consistency that stayers are identified over time. This means eliminating sojourners 
from the calculations as they are a source of error in assessing the reliability of models. 
This issue requires further discussion to see if a consensus can be achieved across the 
analytics profession about this requirement.    

The approach taken by data scientists to these measurement issues differs from that 
of psychometricians [37-38]. Psychometricians do not neglect the requirements for ac-
curacy, validity, reliability and discrimination when it comes to measuring behavioural 
attributes such as attitudes, abilities and traits. It is suggested that those who develop 
analytics solutions should also give these requirements due consideration. If they do 
this, it will give stakeholders confidence in the analytics solutions developed and that 
they can trust the results.   

3.9 Usefulness and Acceptability of Results 

The usefulness for, and so acceptability to, stakeholders of results are the overriding 
requirements for the successful implementation of analytics and the gaining of trust and 
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confidence (see Serials 6 and 7 of Table 1). In the author’s experience, if these require-
ments are satisfied then the solution is likely to be successful. To put it simply, if the 
solution delivers on business outcomes and is easy and economical to use, it is likely 
to be acceptable to stakeholders.  

3.10 Sense Making and Decision Making 

One way the results of analytics can win the acceptance, trust and confidence of 
stakeholders is to assist them to understand issues and to reach decisions. This in-
cludes sense making which is the process of understanding the context of the problem 
or issue being addressed and putting it in perspective. An example is understanding 
candidates and their circumstances and why they were selected. It also includes deci-
sion making with an example being deciding who will be targeted and what treat-
ments they will be given.  

3.11 Challenges 

There are a few challenges with these two requirements. One is how information is 
presented to those who make decisions. This is illustrated with three examples. The first 
is how information is framed.  If the decision is framed as potential gains to human 
beings, they are more likely to be risk seeking while if the decision is framed as losses, 
they are more likely to be risk avoiding [39-40]. For example, a homebuyer is likely to 
purchase a home if the price has a high probability of doubling in the next ten years. 
That person is likely to be hesitant if the price is likely to halve if there is a recession 
in the next ten years.   

The second is with the order information is presented to decision makers [41-42]. 
For example, decision makers can be affected more by evidence presented earlier rather 
than later when considering issues. This tends to happen in selection interviews where 
information analysed first influences these decisions more than information considered 
later.  

The third is with ‘salience effects’ where information that is emphasized affects what 
decisions people will reach [43-44]. This refers to the fact that individuals are more 
likely to focus on information that is prominent and ignore that which is not. This draws 
attention of decision makers to issues that are striking and overriding. For example, 
people pay attention to sirens sounding on police cars and ambulances and make the 
decision to get out of the way to allow these vehicles to get through when driving on 
roads. 

The above tendencies demonstrate that care must be exercised with the way infor-
mation is presented to recipients. In some circumstances it is important to present it in 
a manner to encourage people to act in a responsible way such as driving safely on the 
roads. In other situations, it is critical to present facts objectively and impartially to 
ensure that decisions reached are based on the evidence.  

Another issue with sense making and decision making is that decision makers differ 
in the way they think and act and the analytics results and KID they require to reach 
decisions. Some want details or minutiae, while others just want the bare essentials of 
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issues. Some think strategically in that they look at the big picture and the long term, 
while others think tactically in that they focus on the immediate situation and how this 
can be managed. Some think systematically, analytically and logically while others 
think intuitively and follow their ‘gut instincts’ [45-46]. A knowledge of how people 
think, and act can help ensure that the product or service provided is customized to 
everyone’s idiosyncratic way of thinking and reacting to events. People are more likely 
to use a product or service that provides what they want and matches the way they think 
and operate.  

3.12 Analytics Professionals 

There are many analytics professionals who assist with developing solutions that meet 
the expectations of stakeholders, such as those listed in Table 1. Examples of these 
professionals are listed in Table 3.  

For example, user experience architects provide products and services that please 
users and enable them to make informed choices if they are, for example, purchasing 
products. Choice architects guide candidate decision making when it comes directing 
citizens to act in responsible ways. Business intelligence architects ensure that users are 
provided with relevant, reliable and valid information to reach decisions.     

Data scientists provide insights extracted by models and gleaned from mining of 
KID to assist recipients with comprehending issues and deciding on future action. Ma-
chine cognition scientists, machine learning scientists, cognitive scientists, knowledge 
scientists and robotic scientists also deal with issues to do with thinking, perceiving, 
judging and resolving what course of action to pursue with stakeholders. Those who 
perform the various engineering functions are responsible for making sure that the so-
lutions that are deployed are well designed, are robust and reliable, and can be sup-
ported and maintained. 

3.13 Multidisciplinary Teams 

These examples point to the need for multidisciplinary teams made up of the right com-
position of analytics professionals who will develop and deliver a solution that will 
meet the needs and expectations of relevant stakeholders. The composition of each team 
will vary from project to project depending upon what skills are required and when they 
are needed.  

Table 3. Examples of Analytics Professionals

Analytics Professionals Explanation 
User Experience Architect Designs meaningful products and services that are intui-

tive, meet user needs and expectations, and are a de-
light to use 

Choice Architect Frames the choices presented to people especially 
those that will guide and reinforce desired behaviours 
such as paying taxes and giving up smoking cigarettes 

Business Intelligence Architect Designs the presentation of business intelligence 
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If the solution entails using robotics, such as a chatbot, then robotic professionals 
like those listed in Table 3 are needed. Similarly, if the solution requires the use of 
computer vision where, for example, the behaviour of customers who are contemplating 
buying clothes in a clothing store are observed and analysed, then the services of ma-
chine cognition specialist are relevant.  If the solution requires capturing the knowledge 
of financial experts, then the expertise of a knowledge scientist is needed to perform 
this task.  

An analytics project manager is essential to plan, organize and coordinate the deliv-
ery of products and services. The project manager should have well-developed people 
skills because this person must deal with staff and other stakeholders and their moods, 
needs, concerns and idiosyncrasies. The project manager should also have good man-
agement skills because he/she must orchestrate the delivery of the products and ser-
vices. Project managers need to be flexible, nimble and agile to deal with project slip-
pages and cost overruns to keep projects within budget and on time. They also must 

Data Scientist Develops models that classify and predict and applies 
algorithms that discover patterns, trends and relation-
ships in data 

Data Engineer Manages the data infrastructure and oversees design-
ing, building, and integrating data workflows, pipelines, 
and the ETL process. The goal is to provide data for 
analysis  

Machine Cognition Scientist Carries out research and designs and develops better 
cognitive solutions to do with computer vision, speech 
processing and machine reasoning, judgment and deci-
sion making 

Machine Cognition Engineer Develops robust, reliable and supportable machine-cog-
nition systems  

Machine Learning Scientist Carries out research and designs and develops better 
machine-learning solutions such as those dealing with 
deep learning 

Machine learning Engineer Develops robust, reliable and supportable machine-
learning solutions 

Cognitive Scientist Carries out research and assists with provision of ana-
lytics solutions that assist with reasoning judgment and 
decision making 

Cognitive Engineer Develops robust, reliable and supportable cognitive so-
lutions 

Knowledge Scientist Captures and represents knowledge in semantic or 
other symbolic form 

Knowledge Engineer Develops robust, reliable and supportable knowledge-
based systems. This includes ontology engineer-
ing when it comes to semantic representation of 
knowledge 

Robotic Scientist Carries out research and designs and develops robot-
ics solutions 

Robotic Engineer Develops robust, reliable and supportable robotic solu-
tions 
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deal with what is usually the biggest frustration with delivering outcomes and that is 
changes in the scope of projects.     

At least one domain-knowledge expert is needed with each project. They advise on 
issues such as the selection of features to develop models and to mine data, guide the 
development of the analytics solution and whether it is providing what is needed, and 
interpret the results produced. A domain expert is like a navigator in that he/she helps 
to keep a project on track and heading in the right direction. 

Each analytics team should consist of a project manager, at least one domain expert 
and the right mix of technical and support skills to deliver what is required. These teams 
can be regarded as tiger teams. These are teams of specialists brought together to work 
on a specific project. Members are assembled, do the project, then disband and mem-
bers move to work where they are needed next on other projects. 

4 Conclusion 

There are five key messages in this paper. The first key message is that trust rather than 
transparency is the key to having the results of an analytics solution accepted. That is, 
transparency helps but is not essential.  

The second key message is that that greater productivity would be gained from data 
scientists if they are relieved of the responsibilities for extraction and curation of KID 
and instead focused their energies on mining and modelling of these assets. This ap-
proach would provide a steady flow of insights that increase profits, lower costs, and 
achieve other business outcomes.  

The third key message is that a variety of skill sets are required to deliver analytics 
capabilities and each project requires the right mix of skills.  

The fourth key message is that analytics is about providing results that help people 
to understand issues and to reach decisions.  

The fifth key message that the author learned in his long career as a data scientist is 
that if you provide stakeholders with what they require to perform their duties and re-
sponsibilities, and which will enhance their prestige and reputation in the eyes of their 
peers and their superiors, they will take ownership of the product or service. Not only 
will they take ownership, they will also come back wanting improvements and enhance-
ments to the product or service. These behaviours are sure signs of the success of what 
was delivered. 
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Abstract. Questionnaire based screening tests have been widely used in different 
fields ranging from healthcare and psychology to business environment. Espe-
cially by deployment of such questionnaires in the online form it is now possible 
to collect large amounts of screening test data that can be used to study user char-
acteristics and apply different data mining techniques to discover new patterns or 
build prediction models. We used a sample of 39775 complete depression, anxi-
ety and stress scale questionnaires collected online. In practice such question-
naires can be used to refer users to seek help from an advanced nurse practitioner 
specialized in mental health. Thus, modern technology enables healthcare work-
ers to make clinical judgments based on evidence in advanced health assessment. 
Different data mining approaches were used to build prediction models and study 
user characteristics that might influence the prediction of screening test outcomes 
based on a limited number of questionnaire items. This study focuses on building 
prediction models to achieve high prediction performance by positioning of items 
using feature ranking. Additionally, we provide an insight into some characteris-
tics of online screening test users using techniques to detect careless and insuffi-
cient effort responding. Selection of smaller sets of items in screening tests can 
significantly reduce the time needed and workload for experts and lay population 
using the screening tests based on questionnaires. This paper also demonstrates 
the possibilities of using large survey datasets to provide guidelines that can serve 
experts in building screening tools of the next generation. 

Keywords: Data mining, feature selection, stability of prediction models, ques-
tionnaire design, screening tests. 

1 Introduction 

In the last decade, awareness of the importance of mental health and mental well-being 
has raised, nevertheless mental health problems are still under-diagnosed [1]. World 
Health Organization (WHO) [2] pointed out that depression is ranked as the largest 
contributor to global disability, followed by anxiety disorders. Moreover, there are 300 
million (4.4%) people around the world suffering from depression, and nearly the same 



number suffering from anxiety. Thus, psychosocial assessment such as screenings, clin-
ical assessments and severity measurements have big importance. Mitchell [3] states 
that reliable assessments and measurements of psychological health are key element of 
supportive care. Psychological assessment can be done using screening tests, which aim 
to ascertain individuals who need further assessment and care. The target of screening 
in the field of mental health can be mood disorders, anxiety, cognitive decline, stress, 
and others. Nevertheless, those screenings often present additional burden to patients 
and healthcare workers, unless conducted at home or online.  

Early detection of different disorders and illnesses is a key goal of public health 
strategies. It is known that early detection of disease through screening reduced mor-
tality rates [4]. Self-report instruments provide measure of persons behavioral status, 
treatment and help healthcare workers in clinical decision making. Those instruments 
can detect symptoms of mental health problems regardless of whether they are reported 
or not [5]. Nowadays, many screening tests focus on identifying people who are at high 
risk of developing depression, anxiety or stress as those are the most prevalent mental 
health problems [2, 6, 7]. The Depression Anxiety Stress Scales (DASS) is a set of three 
self-report scales (The Depression scale, The Anxiety scale, and The Stress Scale) de-
veloped already in 1995 by Syd Lovibond and Peter Lovibond at the University of New 
South Wales in order to measure depression, anxiety and stress levels. Advantage of 
DASS is the simultaneous interaction between depression, anxiety and stress [8]. DASS 
and other psychological assessments are available online from 2011 on Open Psycho-
metrics website. The site aims to educate the public about various personality tests, 
their uses and meaning, various theories of personality and collect data for research and 
develop new measures [9]. 

On the other hand, self-report surveys are often challenging, because of various re-
sponse styles. Some styles involve exerting little effort or even insufficient effort when 
responding to questionnaires. Moreover, one can have invariant response style or ran-
dom response style. On the other hand, participants that are exerting effort may not 
provide researchers with meaningful data, because they often use socially desirable re-
sponding or disingenuous responding [10]. Careless responding may appear due to lack 
of motivation, concentration or insufficient language skills [11]. A big challenge now-
adays is also the appearance of software that generates responses to surveys which can 
lead to unnecessary costs and misleading findings [12]. Careless or insufficient effort 
responding must be detected to ensure valid findings. Using screening questionnaires 
to find out the prevalence of mental health disorders can overestimate prevalence and 
blur distinctions between low and high prevalence population [13].  

DeSimone & Harms [10] suggest analyzing the data before and after screens. On the 
other hand, complex procedure consisting of different analytical methods from item 
response theory, classical test theory along with evaluation of translatability and con-
ceptual considerations are used to identify short version of questionnaire items [14]. 

In Section 2 we define a problem of using prediction models to reduce the effects of 
careless and insufficient effort responding. Section 3 introduces the dataset used to con-
duct the experiments as well as the experimental setup with description of prediction 
models and techniques for detection of insufficient effort responders. Sections 4 and 5 
explain the results with discussion and conclusions.  
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2 Problem Statement 

Healthcare costs are rising every year, thus causing economic burden for both patients 
and countries. The possible solution is investing in health promotion, disease preven-
tion, and illness management [15]. In recent years, advanced nursing practice was sug-
gested as a must for quality care for patients in mental health services. Evidences show 
that mental health nurse practitioners have the potential to make a significant contribu-
tion to quality of mental health care through flexible and innovative approach [16]. 
Moreover, nurses must have significantly high level of knowledge and access to mod-
ern technologies to support their clinical decision making [17]. With modern technolo-
gies, we are entering a new era where smartphones, virtual reality, robotics, telemedi-
cine and other advancements are regular part of healthcare practices. Those technolo-
gies enable evidence-based decision making, improving patient outcomes, increasing 
quality of healthcare, and reducing healthcare costs [18]. Moreover, computer and in-
formation systems become an indispensable part of work in different industries, includ-
ing healthcare. Relatively new concept in healthcare is cognitive informatics (CI), 
which presents a multidisciplinary field that combines computer science, cognitive psy-
chology, and industrial engineering. Its recent application in healthcare is leading to 
new methodologies in order to provide safest and most efficient way to integrate tech-
nology in healthcare [19]. Although, recent trend in CI is focusing on design and use of 
electronic health records (EHRs), researchers must also take into account human factors 
[20]. Poorly integrated healthcare technology that does not take into account human 
cognitive abilities can lead to a breakdown in processes and patient harm. 

The aim of this study is to build and assess prediction models on limited sets of 
screening test items thus reducing the time and workload needed to complete the ques-
tionnaire. We also show how to improve performance of such models by considering 
the positioning of items and use of feature selection algorithms to rank items in screen-
ing tests. Additionally, the focus of this study includes characterizing users and empha-
sizing the characteristics that might introduce bias in the results. 

3 Methodology 

3.1 Dataset 

The DASS questionnaire data used in this study was retrieved from the Open Psycho-
metrics website [9]. The data was last updated on 14th August 2018. After the collection 
of the responses from anonymous Open Psychometrics users, they had to confirm their 
agreement with the following statement: “Your answers on this test will be stored and 
used for research, and possibly shared in a way that preserves your anonymity”. DASS 
dataset consisted of 39,775 completed questionnaires. Only questionnaire data with no 
missing values were included in the database. The questions were randomly shuffled 
for each user; therefore, the database also includes the information on position of the 
question in the online questionnaire. There is a long (42-items) and short (21-items) 
version of the questionnaire available. Each scale consists of 14 items, but they are 
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mixed inside the 42 items of DASS [21, 22]. In this study three 14 item scales for de-
pression, anxiety and stress are used. Each of 42 items is rated on a four-point scale 
representing a frequency of that symptom in the last week. To obtain a score for each 
of the three scales, the answers are summed to obtain a score between 0 and 42. Fig. 1 
represents the distribution of depression, anxiety and stress scores for all participants. 
Ceiling effect of respondents answering with all maximal values can be seen in the 
depression scale but is not as prevalent in the other two scales. 

3.2 Experimental Setup 

All experiments were performed using R programming language for statistical compu-
ting [23]. The initial dataset was split into two subsets where randomly selected 10% 
of data was used for initial feature ranking step. The remaining 90% of data was used 
to build prediction models based on the ranking of features on the 10% of data reserved 
for feature ranking. Permutation based feature importance as implemented by Baniecki 
& Biecek [24] and originally proposed by Fisher, Rudin and Dominici [25] was used 
in the feature ranking step. Permutation based feature importance is calculated by per-
muting the values of the feature of interest and observing the loss in performance caused 
by this permutation. Performance was measured using root mean square error (RMSE). 

Fig. 1. Distribution of cumulative score for depression, anxiety and stress scales 

Regression Models. After the feature selection step, we obtained sets of top three 
and bottom three ranked features as well as sets of top seven and bottom seven ranked 
features. The four sets of features were obtained for each of the depression, anxiety and 
stress scales separately. All four sets of features were used to measure the performance 
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of a prediction model built using top3, bottom3, top7 and bottom7 features sets. This 
way we simulated a scenario where extreme cases of a smaller subset of questionnaire 
items were used to build a prediction model predicting the final anxiety, depression or 
stress score. To build regression models we used bigglm function from the R package 
glmnet [26] version 3.0.2. to build regression models without penalization. Addition-
ally, we used Random Forest [27] and XGBoost [28] based regression models to com-
pare the predictive performance of conceptually different machine learning based meth-
ods.  

To measure the performance of the regression models we used RMSE. As there were 
no missing values, the regression models were built and evaluated using 100 bootstrap-
ping iterations on all available data (n = 35,797) to compare the performance of the 
top3 vs. bottom3 and top7 vs. bottom7 models. This step of experimental setup was 
used to find out whether feature importance ranking of the questions set in a question-
naire plays a significant role in cases where only a few questions are asked and only an 
approximate score estimation is required. 

In the second part of the experimental setup we evaluated the performance of the 
regression models for different position of the questions in the questionnaire. We would 
like to note that questions were randomly shuffled for each user as described in 3.1 
which allowed us to form subsets of data that differed in mean position of the same 
three/seven questions. To group users based on mean position of the questions the mean 
position was rounded to integer values. Subsets of data for each mean position in ques-
tionnaire were then used to build and evaluate the regression models. Finally, we cal-
culated and visualized RMSE and 95% confidence intervals for depression, anxiety and 
stress subscales based on 100 bootstrap iterations.  

Detection of Insufficient Effort Responders. To provide more insight into the re-
sults obtained from the prediction models described in 3.2.1, we employed two tech-
niques used for detection of insufficient effort responders also known as careless re-
sponding detection techniques.  

One of the simplest techniques to detect users which do not provide valid responses 
is called long string (LS) and was proposed by Johnson [29]. In LS detection we assume 
that a user is consistently entering the same response to consecutive questions. Origi-
nally proposed LS technique calculates the length of the longest string of consistent 
responses anywhere in the questionnaire. Since the data in our study allows to observe 
the LS calculation in relation to different position of the LS in the questionnaire due to 
randomly shuffled questions for each participant, we adapted the LS method to our 
needs. Therefore, we calculated the mean length of the same response in seven consec-
utive questions from each position for each participant. The results were then averaged 
over all participants for each starting position in the questionnaire to calculate mean LS 
and corresponding confidence intervals.     

Another frequently used technique to detect insufficient effort responders is called 
individual response variability (IRV). It is usually defined [30, 31] as the standard de-
viation (SD) of participant’s responses to all questions. However, since our aim was to 
detect patterns of careless responding in relation to a position of the question in the 
questionnaire, we adapted IRV accordingly. In our study IRV was calculated as SD of 
the seven consecutive questions. This allowed us to calculate the IRVs starting at dif-
ferent positions in the questionnaire where the position ranged from 1 to 35 in a set of 
42 questions answered by each participant.  
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Both techniques were used to test our assumption that careless responding increases 
towards the end of the questionnaire when the motivation of the responders drops. 

4 Results 

As mentioned above, we conducted two experiments to confirm our assumptions of the 
question ranking importance in online questionnaire-based screening tests. In the initial 
experiment we used three subsets of data from a DASS dataset (n = 39,775) where the 
data was split in the depression, anxiety and stress subsets where each subset consisted 
of 14 questions that were used as features for the initial feature importance calculation. 
For each of the three subsets we selected top3, top7, bottom3 and bottom7 sets of fea-
tures that were selected based on the 10% random sample of questionnaires. 

4.1 Prediction Models 

Initially the four feature sets (top3, top7, bottom3, bottom7) were used to build four 
models on each of the three datasets using 100 bootstrap iterations. The results provided 
as mean RMSE with corresponding 95% confidence intervals are presented in Table 1. 
To some extent the results might be surprising as both ensemble classifiers performed 
worse than multiple linear regression, but it needs to be noted that top and bottom sets 
were selected based on multiple linear regression permutation-based feature 
importance. Additionally, the performance of both, Random Forests and XGBoost 
could be optimized by cross-validation based tuning of the parameters. However, our 
aim was not to compare different machine learning approaches, but to show that it is 
important how we rank questions in the screening tests. The only combination where 
the prediction model based on the bottom ranked questions was bottom7 for stress 
prediction. The differences between top and bottom sets in RMSE were small in both, 
three and seven question predictive models. This indicates that in stress scale there 
might be much more questions with high influence on predictive performance than in 
anxiety or depression scales.    

Based on the results in Table 1 it is evident that ranking questions based on permu-
tation-based feature importance improves predictive performance. Some more sophis-
ticated feature ranking methods might also be applied, but this was not the focus of this 
study. We were more interested in observing what is the effect of presenting the top 
ranked features at the beginning of the online screening test vs. displaying them to the 
user towards the end of the screening process. 
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Table 1. Mean RMSE of linear regression, Random Forests and XGBoost based prediction 
models on depression, anxiety and stress datasets 

Depression 
Linear regression Random Forest XGBoost 

Top3 4.926 (4.920-4.931) 4.973 (4.968-4.979) 4.913 (4.907-4.918) 
Bottom3 5.833 (5.827-5.840) 5.935 (5.930-5.941) 5.823 (5.817-5.829) 
Top7 2.918 (2.915-2.920) 2.989 (2.986-2.992) 3.024 (3.021-3.027) 
Bottom7 3.444 (3.441-3.448) 3.527 (3.523-3.531) 3.579 (3.574-3.583) 

Anxiety 
Linear regression Random Forest XGBoost 

Top3 5.132 (5.127-5.137) 5.454 (5.449-5.460) 5.124 (5.119-5.130) 
Bottom3 5.454 (5.449-5.460) 5.632 (5.626-5.639) 5.416 (5.411-5.421) 
Top7 3.454 (3.450-3.458) 3.518 (3.514-3.521) 3.546 (3.542-3.551) 
Bottom7 3.837 (3.833-3.840) 3.906 (3.902-3.909) 3.914 (3.911-3.918) 

Stress 
Linear regression Random Forest XGBoost 

Top3 5.132 (5.127-5.137) 5.216 (5.210-5.221) 5.124 (5.119-5.130) 
Bottom3 5.454 (5.449-5.460) 5.632 (5.626-5.639) 5.416 (5.411-5.421) 
Top7 2.889 (2.886-2.892) 3.000 (2.997-3.003) 3.021 (3.018-3.025) 
Bottom7 2.828 (2.824-2.831) 2.928 (2.924-2.930) 2.945 (2.941-2.948) 

Therefore, all four sets of features were also used to build prediction models on dif-
ferent subsets of questionnaires with different mean position of the questions. Figure 2 
presents the RMSE results with corresponding 95% confidence intervals for mean po-
sition of the questions ranging from 10 to 32.  

From Figure 2 we can observe higher variance of the predictive performance in mod-
els built on samples with extremely low or extremely high mean position of the ques-
tions due to smaller sample size in those subsets. Expectedly, it can be observed that 
top3- and top7-based prediction models performed better than prediction models based 
on bottom sets of features. However, especially in top3 vs. bottom3 prediction models 
it can be observed that position of the question in a screening test plays an important 
role for top ranked features. In other words, if the screening test consists of many ques-
tions, the gain of predicting the score from a small set of top-ranked questions is much 
higher if we present those questions to the user immediately at the beginning. The dif-
ference between the top3 and bottom3 based classifier was the highest in case of de-
pression prediction, especially when the questions were asked at the beginning of the 
screening test. Again, we show that ranking questions can play an important role and 
can provide very accurate results already after the top 3 questions are answered.   

4.2 Insufficient effort responding 

In the second set of experiments, we focused on demonstration of the importance of 
providing highly influential questions at the beginning of the screening test where we 
assume the motivation and concentration of the users is still high. We measured mean 
LS and mean SD of the responses for any seven consecutive questions starting at dif-
ferent position in the screening test. The position ranged from 1, where the first seven 
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questions were considered, up to 35, where the last seven questions were used to cal-
culate both measures. 

Fig. 2. Mean RMSE of linear regression for different mean position of the top3, top7, bottom3, 
bottom7 sets of features using 100 bootstrap iterations. 

Figure 3 shows clear evidence that users provided significantly longer sequences of 
the same answer towards the end of the questionnaire. Moreover, the most significant 
increase in the mean length of the LS can be observed in the first 10 questions where 
mean LS increases from 2.973 (2.958-2.987) to 3.279 (3.262-3.295) representing an 
increase of 10.3%.   

Similar to the increasing trend of LS, we can observe the opposite trend in SD of 
seven consecutive responses as shown in Figure 3. Again, the drop in SD is more sig-
nificant in the initial 20 questions where it drops from 0.799 (0.796-0.801) to 0.753 
(0.749-0.756) representing a decrease of 5.8%. Both measures show that as the users 
progress through the questions they tend to provide more equal responses and conse-
quently there is less variance in responses. In our case this makes a task of predicting 
the score of depression, anxiety or stress score simpler, but leaves a question of relia-
bility of data containing so many insufficient effort responses open.    
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Fig. 3. Mean Long string and Standard deviation measures in relation to a position of the ques-
tion in a screening test. 

5 Conclusions and Future Work 

In this paper we studied a large database from an online screening test for depression, 
anxiety and stress. We showed that it is possible to build prediction models that allow 
accurate prediction of all three mental health condition screening test scores by using 
only a limited set of questions instead of the whole questionnaire. Using smaller sets of 
items in screening tests can significantly reduce the time needed to get the result of the 
screening. As we show in this study, the results can be improved by using feature rank-
ing techniques. Furthermore, we also demonstrated that screening tests consisting of 
many items reduce the quality of data. By analyzing the results from more than 39,000 
questionnaires, we demonstrated that motivation and concentration of the users drop 
when they progress through the questionnaires with large number of items.  

When observing the prediction performance in relation to the position of the items 
in the screening test, we noticed an interesting paradox – i.e. when more careless re-
sponding is present (towards the end of the screening test) the predictive performance 
of the models is actually better than using data where less careless responding is pre-
sent. However, this can be explained by the fact that careless responding introduces 
more correlation between items in the test and consequently less features are needed to 
achieve good predictive performance. It needs to be noted that predictive performance 
results in such cases include bias introduced by careless responding.  

The open problem for the future therefore remains how to reduce the bias introduced 
by careless or insufficient effort responding. Even with the large datasets collected it 

75



remains a challenge to assess the quality of data, especially as we are usually not pro-
vided with expert assessment of the users’ health condition when the screening tests are 
performed online. Techniques that allow interpretable solutions and integrate feature 
pre-selection [32] might represent one of the directions to solve similar problems. This 
study provides some initial approaches in the assessment of using prediction models to 
predict the outcomes of the screening tests much earlier and with less workload for the 
user. At the same time, we emphasize the importance of detecting insufficient effort 
responders and their influence on the predictive performance when the above-men-
tioned approach is used. 
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Abstract. In recent years, artificial intelligence has invaded a myriad
of industrial fields to improve labor productivity and service quality. In
telecom, there have been many researches on churn prediction. In our
paper, we propose a new approach called “inactivity user prediction”.
We define what “inactivity” is and treat the problem as a classic ma-
chine learning problem that deals with binary classification. To solve this
problem, we use Gradient-Boosted Forests to find customers whose con-
sumption is likely to reduce. These findings may aid in decreasing churn
rate and tailoring campaigns in response to changes in consumption.

Keywords: Inactivity user· churn · similarity model · artificial intelli-
gence · machine learning.

1 Introduction

Churn prediction has garnered interests from businesses in a wide range of in-
dustries, especially ones that follow the subscription business model. Service
providers seek to minimize the number of customers unsubscribing by pushing
appropriate customer care campaigns, whether it be discounts or personalized
pricing plans. For such campaigns to be efficient at all, service providers have to
successfully identify flight risk (i.e. correctly spot customers who will terminate
subscriptions). In the context of telecom, such customers can be identified by
their recent contacts with customer service, if any, and their usage history. Since
manually singling out abnormalities in usage with business rules is both taxing
and inflexible, telecom companies have looked into Machine Learning (ML) as a
means of enhancing customer retention; some have made their results available
to the public. We extrapolate the problem, beyond potential dropouts, to users
who will consume significantly less than usual but not necessarily stop using the
service altogether. This paper defines this generalized problem, which we term
“Inactivity Prediction”, as a traditional ML classification problem.

Let us explain the organization of this paper. In Section 2, we present related
works on data science in telecom. Previous researches are concentrated on churn
prediction and customer behavior analysis. In section 3, we define the problem of
inactive users prediction, describing input data and used classification methods.
The data engineering is present in Section 4, including feature importance and



PCA, bagging and resampling techniques. Next, simulation and results are men-
tioned in Section 5. We show the results on prediction and sampling methods,
running time and further discussion. In Section6, we give a conclusion and open
further research in the future.

2 Related works

The ML workflow for churn prediction was detailed in Shin-Yuan Hung et al.
[5] and Kiran Dahiya et al. [2]. The authors outlined the main steps to create
an ML model and evaluate it before deploying it in production. Both Shin-
Yuan Hung and B.Q. Huang et al. [4] utilized the latest six months’ transaction
data including billing data, call detail records (CDR), customer care, etc. Shin-
Yuan Hung compared the performance of Feed-forward Neural Network (FNN)
with that of C5.0 Decision Tree (DT) while B.Q. Huang used C4.5 DT, FNN
(or Multilayer Perceptron in the paper), and Support Vector Machine (SVM).
Churn customers only account for a small percentage of the total number of
users, which means a striking imbalance in churn vs. non-churn distribution.
An imbalanced dataset may jeopardize the training process of an ML model.
Furthermore, accuracy - the metric typically used in classification problems -
may be misleading and of little use in this case. Therefore, our problem calls for
more suitable metrics, namely Recall, Precision and F1 scores, as previously done
in Saad Ahmed Qureshi et al. [6], T. Vafeiadis et al. [9], V. Umayaparvathi et al.
[8]. The problem of imbalanced data was addressed in Saad Ahmed Qureshi and
Hui Li et al. [11]. The authors utilized different resampling techniques to process
the data before feeding it to an ML model. The imbalanced-learn Python library
aided us greatly in testing different over-sampling and under-sampling methods.
As we progressed in the research, the dimension of our data, i.e. the number of
features, proved to be a problem and feature selection became a pressing need.
Utku Yabas et al. [10] discussed the effect of reducing dimensionality. Besides
“the curse of dimensionality”, which essentially says too many features in data
can hurt predictive power, high dimensionality also results in long sessions of
waiting for an ML model to converge (if it does) and/or impractical levels of
memory consumption. Therefore, in this paper, we also took several attempts at
alleviating the dimensionality problem. Based on the above sources as well as a
literary survey done by Bandara et al. [1], the consensus is that DT algorithms,
and Forest (ensemble of DTs) algorithms by extension, are popular choices when
it comes to churn prediction with ML.

Our paper mentioned one of the topics of data science in Telecom, using call
detail record data (CDR). The analysis of telecom data has been studied in a
wide range within Industrial Conference on Data Mining ICDM, mostly fraud
detection, see [3]. The analysis of the telecom data is similar to the analysis of
log file data, the work was studied in for example [7].

80



3 Defining the problem

3.1 How to mark a user as “inactive” or not?

Definition for “churn” is straightforward as the moment when a customer ter-
minates a service is an objective recorded timestamp. On the other hand, there
isn’t one universal way to gauge usage nor one to dictate whether a drop in us-
age is significant. Usage can be quantified by the number of outbound SMSs, or
the total cost incurred by a user, etc. In this paper, usage was measured by the
total duration of both inbound and outbound calls. A customer’s status would
be “inactive” for a certain week if his/her total usage during that week was less
than 40% of the total usage in the previous week. If a customer doesn’t register
any call during a week, his/her status in that week would also be “inactive”,
regardless of the usage in the previous week.

3.2 Format of Input Data

Data was tabulated into a matrix in which each row presents a feature vector
containing relevant information about a user’s usage over a window of 8 weeks.
Each field in that row, or each column in the matrix, described a weekly attribute
(e.g. the total number of outbound SMSs over a certain week). Our data had
71 weekly features, so a vector covering usage information over 8 weeks would
be 71 x 8 = 568 fields long. Each weekly feature would show up in the vector
8 times, each time for a week in the 8-week window, as illustrated in Figure 1.
Usage data in each window of 8 weeks, from week 1 to week 8, from week 2 to
week 9, and so on, was represented by a matrix.

Fig. 1. Usage Data Matrix – A block of 8-week-long vectors.
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3.3 Classification methods

In a ML classification problem, each feature vector has an associated label. In
this case, the label of a user’s feature vector over 8 weeks (e.g. week 1 to week 8)
was the “inactive” status of that user in the week immediately after those 8 weeks
(e.g. week 9). This status is determined by the difference between that user’s us-
age in week 8 and his/her usage in week 9. This subtlety extends a classification
problem to a forecasting problem: an ML model has to classify users when their
true labels are yet to be known and only confirmed in the following week. We
employed Gradient-Boosted Forest (implementation in LightGBM library pro-
vided by Microsoft) as our prediction model. Each predictor was trained with
a matrix made of 4 vertically-concatenated matrices representing 4 consecutive
windows of 8 weeks (e.g. weeks 1-8, weeks 2-9, weeks 3-10 and weeks 4-11). Be-
cause each of the 4 matrices has 500.000 rows for 500.000 users, the matrices
used in training had 2.000.000 rows and 568 columns. The rationale for using 4
windows in training was that seasonality could plausibly manifest in the usage
of some customers. Some users may exhibit biweekly tendencies, some monthly,
others no cyclic behavior at all. Our training method should take this possibility
into account. Each trained predictor was evaluated with each of the 4 matri-
ces representing the next consecutive 4 windows, which allowed us to inspect
how the model’s reliability changed over time. Due to the imbalanced nature
of the data, accuracy would tell us little about the predictive power of each
model. For instance, for weeks 2-9, 28.7% of the users were labeled inactive. If
a very bad model predicts all users to be active regardless of their feature vec-
tors, it still achieves an accuracy score of 71.3%. Moreover, for the purpose of
customer retention, we value correctly predicting inactive users much more than
predicting active users. Mistaking an active user for an inactive one may lead
to less efficient campaigns due to overestimating the target customers; however,
overlooking an inactive user may lead to losing him/her as a customer, directly
impacting revenue.

Precision =
Number of correctly identified inactive users

Number of users predicted to be inactive

Precision answers the question “Given the fact our model has predicted a user
to be inactive, what is the probability that user will actually be inactive?” In
other words, it gauges the credibility of an “inactive” verdict.

Recall =
Number of correctly identified inactive users

Number of all users who are actually inactive

Recall answers the question “Of all the users who are actually going to be inac-
tive, how many have been detected by the model?” In other words, it measures
how sensitive the model is to a user who’s going to be inactive, or how willing it
is to hand out an “inactive” verdict. The two following extreme scenarios illus-
trate why we need to balance precision and recall. Suppose, for both scenarios,
we have 200 users, 20 of whom are truly going to be inactive. In the first sce-
nario, we have a model that is very reluctant to label a user “inactive”. If it
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only gives us one “inactive” verdict and that rare verdict happens to land on a
customer who’s going to be inactive, the model’s precision would be a perfect
1/1 = 1.0 but its recall score would be very low as it has missed out on all
the other inactive users. In fact, the recall would only be 1/20 = 0.05. At the
opposite extreme, consider a model that predicts every user as “inactive”. Since
all the users who are truly going to be inactive get detected by the model, its
recall would be a perfect 1.0; yet such predictions would be of little value and
the precision would be low, 20/200 = 0.1 to be exact. Therefore, we relied on
F1, which is the harmonic mean of precision and recall:

F1 = 2 · Precision×Recall

Precision + Recall

4 Data Engineering

4.1 Reducing dimensionality with feature importance and PCA

To mitigate problems caused by the training matrices’ prohibitive size, we first
randomly sampled rows from those matrices to produce smaller matrices, with
which predictors are trained. These predictors in turn reported on the impor-
tance of each feature, which was defined as the number a feature served as a
splitting criterion in building a DT. Based on those reports, we eliminated some
features, one by one, starting from the least important feature, until the predic-
tive performance started to suffer. In the end, we removed 136 from 568 columns
and were left with 432 columns, with imperceptible loss in performance. Most
of the removed columns were associated with roaming usage and unusual ser-
vices (e.g. loaning). The top 8 features that were consistently rated as the most
important are listed in Table VI. To further reduce the dimensionality, we tried
bringing our data to a lower-dimensional space with PCA (implemented by the
scikit-learn Python library). We tested retaining 400, 350, and 300 components
(and hence matrix columns) and recorded the changes in performance, as listed
in Table II. For the sake of convenience and brevity, PCA was applied to only
the training matrix composed of weeks 5-12, weeks 6-13, weeks 7-14, and weeks
8-15.

4.2 Bagging data to decrease memory consumption

The initial results in the table I demonstrated that the ML models were stable
for 4 weeks after training, implying the relationship between the input vectors
and the labels didn’t change by any considerable amount in this time frame. The
discovery that there was negligible concept drift in the customer behaviors led
us to the realization we could reuse a model that was trained at least 4 weeks
ago. This conclusion, in turn, inspired us to take another approach to decrease
memory consumption which is bootstrap aggregating (or bagging). Instead of
having all the training data flow into a single predictor, we let a group of predic-
tors (an ensemble of Forests) work on the data, each training with only a subset
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of the data. Thus, the process of sequentially training each base predictor in
the ensemble did not overwhelm the memory, allowing us to extend our training
data beyond 4 windows of 8 weeks. We compared the result of using 4 windows
(weeks 1-8, weeks 2-9, weeks 3-10, weeks 4-11) with that of using 7 windows
(those 4 windows with the addition of weeks 5-12, weeks 6-13, and weeks 7-14).
To train with 7 windows of data, each base predictor received roughly 4/7 rows
randomly sampled (without replacement) from each window so that the active
portion of training data in memory would be the same as when training with 4
windows of data. We tested with 5, 10, and 25 Forests in the ensemble to ensure
convergence (i.e. no further improvement yielded by adding more Forests to the
ensemble).

4.3 Resampling imbalanced data

We tested different under-sampling and over-sampling algorithms offered by the
imbalanced-learn Python library. Due to memory constraint, we resampled each
500.000-row matrix before joining them into the training matrix instead of per-
forming the process on the whole 2.000.000-row training matrix. Again, we only
resampled windows of data from weeks 5-12, weeks 6-13, weeks 7-14, and weeks
8-15. Individual models, each trained with data resampled under one of the re-
sampling algorithms, were evaluated before the best-performing ones were put
into an ensemble. Their respective impacts are presented in Table 6. The runtime
each algorithm took to resample a matrix is listed in Table 8.

5 Simulation

5.1 Results

Prediction The results on prediction are presented in the Tables 1, 2, 3, 4, 5,
6, as follows:

Table 1: Evaluation Metrics for One-Forest Predictor

Train Data Test Data Recall Precision F1
Weeks 1-8 +
Weeks 2-9 +
Weeks 3-10 +
Weeks 4-11

Weeks 5-12 0.5646 0.8528 0.6794
Weeks 6-13 0.5545 0.8502 0.6712
Weeks 7-14 0.5550 0.8678 0.6770
Weeks 8-15 0.5556 0.8763 0.6800

Weeks 2-9 +
Weeks 3-10 +
Weeks 4-11 +
Weeks 5-12

Weeks 6-13 0.5505 0.8558 0.6701
Weeks 7-14 0.5505 0.8724 0.6750
Weeks 8-15 0.5560 0.8783 0.6809
Weeks 9-16 0.5833 0.8645 0.6965

Weeks 3-10 +
Weeks 4-11 +
Weeks 5-12 +
Weeks 6-13

Weeks 7-14 0.5546 0.8707 0.6776
Weeks 8-15 0.5582 0.8764 0.6820
Weeks 9-16 0.5839 0.8610 0.6959
Weeks 10-17 0.5720 0.8699 0.6902
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Weeks 4-11 +
Weeks 5-12 +
Weeks 6-13 +
Weeks 7-14

Weeks 8-15 0.5576 0.8768 0.6817
Weeks 9-16 0.5858 0.8600 0.6969
Weeks 10-17 0.5751 0.8684 0.6920
Weeks 11-18 0.5794 0.8754 0.6973

Weeks 5-12 +
Weeks 6-13 +
Weeks 7-14 +
Weeks 8-15

Weeks 9-16 0.5848 0.8600 0.6962
Weeks 10-17 0.5741 0.8711 0.6921
Weeks 11-18 0.5793 0.8751 0.6971
Weeks 12-19 0.5785 0.8795 0.6980

Table 2: Evaluation Metrics Affected by Increasingly Reduced Di-
mensionality

Retained Principle
Components

Test Data Recall Precision F1

None
(PCA not applied)

Weeks 9-16 0.5848 0.8600 0.6962
Weeks 10-17 0.5741 0.8711 0.6921
Weeks 11-18 0.5793 0.8751 0.6971
Weeks 12-19 0.5785 0.8795 0.6980

400

Weeks 9-16 0.5177 0.8049 0.6301
Weeks 10-17 0.5146 0.8016 0.6268
Weeks 11-18 0.5244 0.8151 0.6382
Weeks 12-19 0.5181 0.8148 0.6334

350

Weeks 9-16 0.5157 0.8037 0.6283
Weeks 10-17 0.5159 0.8022 0.6280
Weeks 11-18 0.5258 0.8127 0.6385
Weeks 12-19 0.5123 0.8133 0.628

300

Weeks 9-16 0.5145 0.7972 0.6253
Weeks 10-17 0.5161 0.8010 0.6277
Weeks 11-18 0.5282 0.8170 0.6416
Weeks 12-19 0.5129 0.8125 0.6288

Table 3: Recall Scores for N-Forest Ensembles

Test Data 1 Forest 5 Forests 10 Forests 25 Forests
Weeks 9-16 0.5854 0.5823 0.5823 0.5820
Weeks 10-17 0.5738 0.5710 0.5707 0.5703
Weeks 11-18 0.5772 0.5763 0.5756 0.5750
Weeks 12-19 0.5762 0.5755 0.5752 0.5734

Table 4: Precision Scores for N-Forest Ensembles

Test Data 1 Forest 5 Forests 10 Forests 25 Forests
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Weeks 9-16 0.8609 0.8620 0.8633 0.8638
Weeks 10-17 0.8711 0.8783 0.8797 0.8801
Weeks 11-18 0.8751 0.8823 0.8872 0.8879
Weeks 12-19 0.8895 0.8900 0.8906 0.8907

Table 5: F1 Scores for N-Forest Ensembles

Test Data 1 Forest 5 Forests 10 Forests 25 Forests
Weeks 9-16 0.6969 0.6951 0.6955 0.6954
Weeks 10-17 0.6919 0.6921 0.6923 0.6921
Weeks 11-18 0.6956 0.6972 0.6982 0.6980
Weeks 12-19 0.6994 0.6990 0.6990 0.6977

Table 6: Top 8 Important Features Features

Main Balance (not counting Free Credits)
Call Duration during Weekdays

Total Call Duration
Call Duration during Weekend

Call Duration between 6am and Noon
Total Number of Calls

Cost Incurred by Calling
Call Duration between Noon and 6pm

Sampling methods Result on sampling methods, with explanations in Sub-
section 4.2, see the following table:

Table 7: Effects of Resampling Data on Evaluation Metrics

Resampling Algorithms Test Data Recall Precision F1

None

Weeks 9-16 0.5848 0.8600 0.6962
Weeks 10-17 0.5741 0.8711 0.6921
Weeks 11-18 0.5793 0.8751 0.6971
Weeks 12-19 0.5785 0.8795 0.6980

SMOTE

Weeks 9-16 0.5903 0.8506 0.6970
Weeks 10-17 0.5779 0.8540 0.6893
Weeks 11-18 0.5822 0.8688 0.6972
Weeks 12-19 0.5796 0.8695 0.6956

Borderline SMOTE 1

Weeks 9-16 0.5911 0.8477 0.6965
Oversampling Weeks 10-17 0.5808 0.8548 0.6916

Weeks 11-18 0.5814 0.8654 0.6955
Weeks 12-19 0.5819 0.8660 0.6961
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Borderline SMOTE 2

Weeks 9-16 0.5823 0.8580 0.6938
Weeks 10-17 0.5751 0.8598 0.6892
Weeks 11-18 0.5773 0.8684 0.6935
Weeks 12-19 0.5727 0.8767 0.6928

ADASYN

Weeks 9-16 0.5898 0.8498 0.6963
Weeks 10-17 0.5790 0.8524 0.6896
Weeks 11-18 0.5782 0.8723 0.6955
Weeks 12-19 0.5759 0.8722 0.6938

Near Miss

Weeks 9-16 0.7638 0.4269 0.5477
Weeks 10-17 0.7619 0.4403 0.5581
Weeks 11-18 0.7613 0.4438 0.5607
Weeks 12-19 0.7602 0.4587 0.5722
Weeks 9-16 0.7540 0.6349 0.6893

Edited Weeks 10-17 0.7449 0.6450 0.6914
Nearest Neighbors Weeks 11-18 0.7551 0.6540 0.7010

Weeks 12-19 0.7474 0.6624 0.7023
Undersampling

Repeated Edited
Nearest Neighbors

Weeks 9-16 0.8282 0.5377 0.6520
Weeks 10-17 0.8205 0.5446 0.6547
Weeks 11-18 0.8307 0.5565 0.6665
Weeks 12-19 0.8216 0.5660 0.6703

Neighborhood
Cleaning Rule

Weeks 9-16 0.7308 0.6635 0.6955
Weeks 10-17 0.7201 0.6707 0.6945
Weeks 11-18 0.7312 0.6816 0.7055
Weeks 12-19 0.7222 0.6855 0.7034

One-Sided Selection

Weeks 9-16 0.5913 0.8533 0.6985
Weeks 10-17 0.5794 0.8643 0.6937
Weeks 11-18 0.5859 0.8706 0.7004
Weeks 12-19 0.5838 0.8716 0.6992

Tomek Links

Weeks 9-16 0.5909 0.8526 0.6980
Weeks 10-17 0.5784 0.8613 0.6920
Weeks 11-18 0.5859 0.8701 0.7003
Weeks 12-19 0.5846 0.8715 0.6997

Ensemble of Four

Weeks 9-16 0.6585 0.7693 0.7096
Weeks 10-17 0.6512 0.7782 0.7090
Weeks 11-18 0.6564 0.7877 0.7161
Weeks 12-19 0.6518 0.7926 0.7153

5.2 Running time

Testing environment: Intel(R) Xeon(R) CPU E5-2690 v4 @ 2.60Ghz with 8Gb
RAM. Each LightGBM model took 5-7 minutes to converge while taking less
than 5 seconds to generate predictions. Most of the default hyperparameters
were untouched, save for num leaves which was set at 512 and max depth which
was set at 8. For example, a Forest trained with a 2.000.000-row matrix of data
from weeks 1-8, weeks 2-9, weeks 3-10, and weeks 4-11 took 6 minutes and 27
seconds to complete learning and 4 seconds to make predictions for 500.000 users.
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Table 8: Runtime taken by each resampling algorithm (in seconds)

Resampling Algorithms Weeks 5-12 Weeks 6-13 Weeks 7-14 Weeks 8-15

Oversampling

SMOTE 434 425 469 490
Borderline
SMOTE 1

1791 1741 1838 1849

Borderline
SMOTE 2

1756 1749 1836 1820

ADASYN 1895 1868 1970 1937
Near Miss 1141 1130 1155 1112

Edited
Nearest

Neighbors
4851 4939 4715 4606

Undersampling

Repeated
Edited
Nearest

Neighbors

6532 6350 6619 6531

Neighborhood
Cleaning

Rule
7174 7354 4895 4835

One-Sided
Selection

7556 7559 7171 6956

Tomek Links 6262 6257 5941 5839

5.3 Discussion

Prediction The fact call duration ranked quite high in Table VI while roaming-
related features lagged behind is in line with the findings in Yihui et al. [11].
However, in their research, roaming was still a valuable factor to take into con-
sideration while it was a dispensable one in our data. Another curious finding
was that most features related to free credits stood quite low in the ranks of
importance. While the effects of being more and more aggressive with PCA
(i.e. keeping fewer components) are ambiguous, it is clear that the performance
was severely impacted. This indicates the inherent chronological structure of the
data, which is lost during the dimension reduction with PCA, was meaningful
to the prediction process. As listed in Table II, as we put more predictors in the
ensemble, the ensemble as a whole is stricter on giving an “inactive” verdict,
resulting in lower recall. For the same reason, the sacrifice made in recall was
compensated by the rise in precision. These competing factors result in the lack
of a clear trend in F1 scores as more Forests were added to the ensemble. The
ambivalent plateau in F1 went against our expectation that more data coverage
would lead to better results. Thus, usage data covering 4 windows (and per-
haps even fewer) of 8 weeks was sufficient for training ML models. Moreover,
the results yielded by a Forest trained with data from only the first 4 windows
and those by a Forest (or rather an ensemble of one), trained with data from
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both the first 4 windows and the next 3 windows, were comparable. This obser-
vation aligned with the postulation that there was little concept drift beyond
the 4 weeks after the window of time covered by the training data. Based on
the evaluation metrics, we concluded that we needn’t proceed with a bagging
ensemble.

Sampling methods Due to the low separability between the two classes of in-
active and non-inactive, artificially synthesized samples might just be as “noisy”
as the original data and thus are not conducive to better predictive power. This
hypothesis is confirmed by the fact results associated with oversampling algo-
rithms were consistently the same (or slightly worse) than the result obtained
without any resampling method. On the other hand, some of the undersampling
methods did yield better F1 scores, mainly by striking a balance between re-
call and precision. Algorithms that produced at least 3 F1 scores higher than
the baseline (without resampling) are underlined in table VII, with those F1
scores in bold. The ensemble of models trained with data resampled by those
four algorithms attained the best F1 scores over the 4 test windows, proving
that diversity of models was indeed useful in this case.

6 Conclusion

Our experiment suggested that there was a lack of concept drift in the usage
data over at least a month. Thus, further research aiming to track changes in
user behaviors over time should look into data that cover longer time periods.
The delicate chronological structure of the data necessitates a more appropriate
way to reduce dimensionality. Our preliminary results on resampling hint at a
potential method to improve training data’s quality and hence require deeper
analysis.
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Abstract. Recent developments have linked causal inference with Algorithmic 
Information Theory, and methods have been developed that utilize Conditional 
Kolmogorov Complexity to determine causation between two random variables. 
We present a method for inferring causal direction between continuous variables 
by using an MDL Binning technique for data discretization and complexity cal-
culation. Our method captures the shape of the data and uses it to determine 
which variable has more information about the other. Its high predictive perfor-
mance and robustness is shown on several real-world use cases.  

Keywords: Causal Inference, Minimum Description Length, Kolmogorov 
Complexity 

1 Introduction 

Kolmogorov Complexity is the length of the shortest binary program to create a given 
string X and measures the descriptive complexity of individual sets of data or probabil-
ity distributions. The Conditional Kolmogorov Complexity, K(X|Y), is the size of the 
smallest program required to create string X given input Y. As described in [2] [3] [4], 
when K(X) + K(Y|X) < K(Y) + K(X|Y) we can conclude X → Y (X causes Y). The 
challenge is that Kolmogorov complexity is incomputable due to the Halting problem. 
Methods such as compression techniques and Stochastic Complexity [1], [4] have been 
developed to estimate K(X) and K(X|Y). We will map feature data and their corre-
sponding probability distributions to binary strings to determine causal features in data 
by estimating Kolmogorov Complexity and Conditional Kolmogorov Complexity of 
these strings. [2] [3] [4] have several approaches that will be leveraged. We will go 
beyond these approaches by using an MDL Binning technique to discretize continuous 
data and treat the binning techniques as the model in terms of the MDL principle. The 
estimated complexity is then the cost of describing random variable X using a given 
binning technique, and K(X) is approximated as the minimum complexity of X over all 
binning techniques. 

The main contributions of our work are as follows: 

• We present a new MDL binning technique to provide estimates of Kolmogorov
Complexity of continuous data as a discrete probability distribution.



• We develop a method for using MDL binned distributions to determine conditional
K(X|Y).

• We show how this approach gives improved robustness in determining causal direc-
tion over state-of-the-art techniques.

2 Prior Work 

2.1 Causal Inference via Algorithmic Information Theory 

Budhathoki et al. used a couple methods to infer causality using algorithmic infor-
mation theory [3] [5]. He inferred the most likely causal direction between random 
variables by identifying lowest K-complexity. If K(X) + K(Y |X) < K(Y) + K(X|Y) then 
X → Y. These authors used a tree packing algorithm to compress binary data to com-
pute the complexities using the MDL principle. Since the packing algorithm does not 
support the compression of non-binary data off-the-shelf, binarization of the data is 
required as a pre- processing step. Marx and Vreeken [10] developed a similar causal 
inference algorithm that uses the same inference for predicting causal direction. Their 
method uses regression to compress the data by encoding functional relations which 
allows for the ability to make causal inference on continuous data. 

2.2 The Minimum Description Length Principle in Coding and Modeling 

Barron et al. outlined the principles of MDL in a handful of applications for data com-
pression and statistical modeling [1]. One of these applications is Density Estimation 
which utilizes a histogram density function to assign points to bins. Our calculation of 
the tradeoff between model cost and error cost falls closely with the principles in this 
application. We extended this method to iteratively calculate and log complexities for 
a variety of bin numbers to determine the minimal Kolmogorov complexity estimation. 

3 Encoding A Distribution to Estimate Kolmogorov Complexity 

The essence of computing the complexity of a continuous random variable is in how 
we discretize it via the binning technique. Hence, we will briefly outline our two pro-
posed techniques before describing our complexity estimation algorithm. After that we 
will continue with the analysis of the binning techniques by comparing their perfor-
mance in concise visual plots. 

3.1 Definitions of Binning Techniques 

In order to compute complexities, we must first find a binning assignment that is simple 
enough that it doesn’t cost too much but still captures the essence of the distribution: 

• Uniform: assign equal sized bins to span the range of points
• Greedy: iteratively add variable sized bins to minimize complexity.
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These binning techniques are performed iteratively over number of bins in order to 
find the best binning strategy for the given sampling of points. Once the optimal tech-
nique is found, the complexity of the distribution is defined as the Kolmogorov com-
plexity estimation given those optimal bins.   

3.2 Computing Kolmogorov Complexity for Sampled Distribution X: K(X) 

Our method for estimating the complexity of a random variable is as follows: 

We see that the calculation of complexities is split into three parts, defined as follows: 

• Model Cost: Total number of bins and length of Shannon code for each bin.
• Code Length Cost: Length of bin Shannon code for each point in X.
• Error Cost: Difference between each point’s value and the mean of all points in its

bin.

The tradeoff, via the MDL principle, between these three components is explored in
the next section. 
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3.3 Comparing Uniform vs. Greedy Binning Techniques 

As seen in Figure 2, the greedy method finds a local optimum earlier than the uniform 
method, but over time the best global optimum is found by the uniform method. The 
greedy decisions made early on are not beneficial for binning in the long run. The da-
taset used in this example is a 1,000-point bimodal normal distribution with a 40/60 
spread, but the same sentiment follows with toy and use case datasets used. 

 
Fig. 1. Toy Bimodal Distribution 

 
 

Fig. 2. Comparing the optimization of Uniform and Greedy binning techniques 
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Since for the uniform method, we are trying on binning for each of the n bin options 
and computing K-complexity takes linear time, the runtime is 𝑂𝑂(𝑛𝑛2). However, the 
greedy method additionally has to test m possible partitions for each step, which results 
in a runtime of 𝑂𝑂(𝑛𝑛2𝑚𝑚). For both of these reasons, we will be focusing on the uniform 
method from now on. 

Fig. 3. Comparing the optimization of the Uniform binning technique on five different normal 
distribution sampling sizes 

Figure 3 shows the uniform binning complexity plots for 500, 1,000, 1,500, 2,000, 
and 2,500 point normal samplings from top to bottom. We find that for the 1,000-2,500 
point samplings, the uniform binning technique produces relatively similar optimal bin 
numbers (∼55). However, for the 500-point distribution (in red), not enough points 
were sampled which resulted in a simpler representation of 20 uniform bins. We con-
clude that at least 1,000 points is enough to properly represent this distribution and 
larger sample sizes have little effect on the optimal binning strategy. We use this 
knowledge moving forward by narrowing our use cases to only those with > 500 rows. 
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Fig. 4. Tradeoff between cost components for the normal distribution 

Fig. 5. Tradeoff between cost components for the skew distribution 

Computing optimal complexities via the MDL principle poses a tradeoff between 
model cost, code length cost, and error cost. We see from various types of probability 
distributions in Figures 4, 5, 6 that as we increase the number uniform bins, the model 
cost increases to store information about the type of binning technique used, the code 
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length cost increases in order to represent the code lengths of a larger number of bins, 
and the error cost decreases since there is a lower average difference between values of 
points and the mean of their respective bins. As defined in subsection B, the sum of 
these three values are summed up and kept track of at every binning iteration. The min-
imum of sums is defined as the estimated Kolmogorov complexity, with optimal bins 
being calculated by its corresponding uniform bin number. 

Fig. 6. Tradeoff between cost components for the bimodal distribution 

4 Inferring Causality 

Recall that if K(X) + K(Y|X) < K(Y) + K(X|Y) then it is most likely that X → Y. We 
already defined how to estimate K(X) and K(Y) so what’s left is to compute K(X|Y) 
and K(Y|X). We find these conditional complexities in an analogous way to the origi-
nal ones, however we take binning information from the conditional variables for free 
without incorporating the corresponding model cost. 

4.1 Computing Kolmogorov Complexity for X given Y : K(X|Y) 

Our method for estimating the conditional complexity of one random variable X given 
another random variable Y is as follows: 
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The difference here is that we use the optimal bin number for Y to compute K(X) and 
then iteratively balance out code lengths of bins to better fit the distribution of X. The 
penalty for balancing out each code length is an additional model cost encoding along 
with the bin indices of both edited counts.  

In some cases, we find that K(X|Y) > K(X) due to additional cost of indicating the 
indices of the new balanced bins. To follow probabilistic axioms, we define our Kol-
mogorov complexity estimate to be min(K(X|Y), K(X)) to follow that if Y gives no 
information about X, then K(X|Y) := K(X).  

For our inferences, we will no longer incorporate error cost since we find that it is 
commonly uniformly distributed from bin to bin since they are always being compared 
to bin means. However, the error cost is still used when performing the tradeoff to find 
the optimal binning strategy. This also allows the model cost to play a bigger role in 
determining overall complexity which is important for our bin balancing algorithm. 
After we lay out some prior work to provide a better description of the area, we will be 
using this method on several real-world use cases and one toy example.  
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5 Data Selected and Use Case 

Our real-world use cases are all datasets that are accessible from a handful of sources 
[UCI Machine Learning Repository, Econometrics Toolbox by James P. Lesage, & 
Kaggle] and took inspiration from two papers [5] [6]. The first is the ORIGO paper 
from Budhathoki et al. This paper lays out a similar algorithmic information theory 
method for discrete data, so we made sure to use their use cases for comparison pur-
poses. The other paper by Mooij et al. uses a less related method for inferring cause and 
effect but provides ∼100 different variable pair examples with intuitive ground truth 
from which we extracted the use cases that made sense for our method. Namely, those 
with > 500 rows and preferably no binary features. We also include a toy solar power 
use case which was the industrial application that motivated us to perform causal infer-
ence on continuous data. 

It should be noted that each of the datasets are normalized to have minimum value 
0, maximum value 100, and the rest of the points scaled accordingly. This detail makes 
sure that when computing the optimal bin strategy, error costs are bounded below by 1 
and above by ceil(log2(100)) = 7. This bounding of error costs allows the scaling of our 
model to datasets with extremely large values so that the error costs do not overrule the 
model costs and code length costs when performing the iterative binning complexity 
tradeoff. 

Table 1 provides a summary of the results when running our causal inference tech-
nique on the use cases. Both sides of the inequality are given along with the computed 
percent change between K(Y) + K(X|Y) and K(X) + K(Y|X) to provide the likelihood 
of causality. Namely, since the inequality holding implies that it is most likely that X 
causes Y, then a larger magnitude in difference implies a greater likelihood. In order to 
normalize over datasets with many points, we provide this likelihood metric in percent 
change.  

Table 1. Causal Inference Summary Results 
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Out of 11 pairwise causal examples, our method predicted 8 of them to be causal, 2 
of them to be non-causal, and 1 of them as inconclusive. We came to the inconclusive 
result because K(Y|X) > K(Y) and K(X|Y) > K(X), so our evaluation found 
K(Y)+K(X|Y) = K(X)+K(Y|X). So our precision score for this probing of examples is 
80% which is on-par with other continuous causal inference methods [7] [8]. This result 
is using a conclusivity threshold of 0 meaning that any positive percent change will 
predict causal, any positive percent change will predict not causal, and a 0 percent 
change will predict inconclusive. In addition to the high precision, we find that our 
inferences are robust with respect to the threshold used. Figure 7 shows that for con-
clusivity thresholds between 0% and 5%, precision values stay at 80±6%. 

Fig. 7. Comparing the precisions of six causal inference classifiers to show the robustness of 
our method 

We will now dig into some of the important use case examples and elaborate on the 
intuition behind their ground truths. 

5.1 Car Evaluation Dataset 

The car evaluation dataset contains 1728 rows of 6 features about used cars for sale. 
The labels to be predicted are the evaluation prices. The two features that we are iso-
lating are the safety rating of the car and its evaluation label. We hypothesize that since 
safer cars have special technologies that they should cause higher prices. However, a 
higher price does not imply a safer car. Plenty of sports cars are expensive due to their 
fancy engines but are not necessarily safer, so this is a strictly causal and non-symmetric 
relationship. We were able to correctly infer this direction of causality. 
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5.2 Abalone Dataset 

The abalone dataset contains 4177 rows of 8 features about different abalone shellfish. 
The labels to be predicted are the age of the abalone using number of rings on the shell 
as a proxy. The two features that we are isolating are the sex of the abalone and its size 
(length, diameter, height). It is common in other species that on average males are larger 
than females. We hypothesize that the same relationship holds for abalones as well. On 
the other hand, changing the size of an abalone to be larger does not make it more likely 
to be male, so this is a causal relationship. We were able to correctly infer this direction 
of causality.  

5.3 Housing Dataset 

The housing dataset contains 506 rows of 14 features about the details and neighbor-
hoods of Boston apartments. The labels to be predicted are the values of the homes in 
1, 000’s of dollars. The two features that we are isolating are the number of rooms in 
the apartment and the value. More rooms in an apartment adds value by providing more 
space and accommodation. However, an increase in price does not imply more rooms 
in the apartment. For example, an apartment may be more expensive due to its location 
with respect to the city or the neighborhood it belongs to. So we infer that this is a 
causal relationship where number of rooms causes apartment value. We were able to 
correctly infer this direction of causality.  

5.4 Toy Solar Power Dataset 

This toy example is inspired by the industrial application of the input and output to solar 
panels. Each of the 1,000 points is an instance in time where the intensity and instanta-
neous value of power generation are logged. Given a normal distribution with a single 
mean and infrequent extreme intensities for X, the outputted power generation distri-
bution, Y, is an extremely skewed normal distribution.  

Fig. 8. Toy Solar Distribution 
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Fig. 9. Toy Power Distribution 

This shape follows from the clipping behavior of power generation. Solar panels are 
not perfect, they have a clipping point where any more solar intensity does not increase 
the marginal power. As a result, we see a plateauing behavior in the power and thus a 
hard clip in its probability distribution. So given a level of solar intensity, we should be 
able to tell what the level of power generation was at that point. However, this is not 
possible going from Y to X. If we are given a point of power generation that is above 
the clipping line, it is impossible to recover what the level of solar intensity was at that 
instance. Hence, this is a causal relationship. We were able to correctly infer this direc-
tion of causality.  

6 Conclusion 

We have introduced a causal inference technique that uses the MDL binning principle 
to compress and compute Kolmogorov complexities for continuous data. We applied 
our method to numerous real-world examples with intuitive ground truths and showed 
competitive prediction precision against state-of-the-art methods and robustness over 
various conclusivity thresholds.  

For future work, we are interested in applying our pairwise causal inference method 
to feature selection. Given a dataset X and set of labels Y, we want to extract a causal 
feature set such that the only features used in the new X′ have a causal relationship with 
Y. This in turn would produce a causal machine learning model for which we know
that each feature is a causal predictor of Y.
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Abstract. Survival analysis has currently become an essential statistical research 

hotspot that models the time-to-event information with data censorship handling. 

Such technique has been widely used in cancer treatment and prognosis, and has 

been also proven to be useful for understanding the relationships between pa-

tients’ variables and covariates (e.g. clinical and genetic features) and the effec-

tiveness of various treatment options. Despite the advances in this direction, lim-

itations still exist. In this study, we propose a novel method for survival predic-

tion of breast cancer using bidirectional long short-term memory, ordinal Cox 

model network and auxiliary loss. First, we use weighted gene co-expression net-

work analysis algorithm to reduce the gene expression data and DNA methylation 

data feature dimension and extract cluster eigengenes respectively. These 

eigengenes will be merged as input to the model. Then, we build an ordinal cox 

proportional hazards model for survival analysis and use long short-term memory 

method to predict patient survival risk. We add an adaptive auxiliary loss to the 

original objective to improve the ability of optimizing the learning process in 

training and regularization. The auxiliary loss will add extra gradient flow during 

back propogation, thereby helping to reduce the vanishing gradient problem for 

earlier layers and helping to decrease the loss of the main task. We use the cross 

validation method and the concordance index to evaluate the prediction perfor-

mance. Stringent cross-validation tests on the benchmark dataset demonstrates 

the efficacy of the proposed method, which achieves very competitive perfor-

mance with existing state-of-the-art methods. 

Keywords: Survival Analysis, Breast Cancer, Genetics, Feature Selection, Or-

dinal Cox Model, Auxiliary Loss, Bidirectional Long Short-Term Memory. 

1 Introduction 

Breast cancer is one of the most common forms of disease worldwide. It is reported 

that more than forty thousand women and four hundred men in the United States died 

from breast cancer annually before 2016. These data emphasize the importance of a 

more profound understanding of factors that trigger breast cancer and contribute to its 

development. Gene expressions driven by many elements are frequently used as mark-

ers of breast cancer progression. Two easily measurable elements are mRNA and DNA 



methylation. Both mRNA and DNA methylation levels are differentially expressed in 

several tissue types [20]. To understand the interaction between different types of ge-

nomic features requires more sophisticated modeling and analysis. In particular, the 

causal relationships between gene expression data and DNA methylation data have 

been extensively studied [29]. The influence of mRNAs and methylations in cancer 

have been introduced many times. Epigenetic regulation of mRNA via DNA methyla-

tion at CpG sites is heritable, with methylation patterns referred to as epigenetic mark-

ers. The transmission failure of somatic epigenetic markers is related to aberrant mRNA 

expression, leading to disease phenotypes [17]. Extensive perturbations of DNA meth-

ylation have been noted in cancer, causing changes in gene regulation that promote 

oncogenesis. Understanding both epigenetic changes and somatic DNA mutations 

show promise for improving the characterization of malignancy and predicting treat-

ment response and prognosis [7]. 

One goal of long-term cancer research is to be able to identify prognostic factors 

that affect patients’ survival time, which in turn allows clinicians to make early decision 

on treatment [16]. In this study, we focus on breast cancer, which is the most prevalent 

subtype. Consequently, to explore the utility of gene expression data and DNA meth-

ylation data for cancer diagnosis, gene expression and methylation of tumors from pa-

tients with breast cancer will be analyzed to identify potential cancer-specific survival 

risk. Gene expression and DNA methylation features will be used to predict survival. 

Existing studies have demonstrated that combining gene expression data and methyla-

tion data can better stratify cancer patients with distinct prognosis than using single 

signature [11]. However, these existing methods simply combining these features in 

series made of the set of genes and have ignored the strong ordinal relationship between 

the survival times of different patients. Deep learning techniques are used directly in 

deep survival models to learn the hazard function. These models overcome many of the 

restrictions of cox models like the proportionality assumption. It is noticed that recur-

rent neural network (RNN) could be adopted to model the time-to-event distributions. 

RNN models often segment the time by the same interval and then could use the dis-

crete time method to deal with the survival analysis problem. Long short-term memory 

(LSTM), which is a variant of the traditional RNN and has been widely used in se-

quence data modeling, also could be adopted to model the long-term dependency of 

time-varying covariates. Motivated by all these considerations, we present a novel 

method for survival prediction of breast cancer using bidirectional long short-term 

memory (biLSTM) [8], Cox model  [14] network and auxiliary loss from mRNA and 

DNA methylation data. The efficacy of the proposed method was demonstrated through 

cross-validation tests on the benchmark dataset. The proposed method is not limited to 

breast cancer and can be applied for survival analysis of other cancer types having many 

samples.  

2 Related Work 

Early studies on cancer prognosis often focus on the use of single-model biomarkers. 

However, in these studies, some useful supplementary information between different 
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data modalities was ignored. With the advances of modern genomic technologies, inte-

grative analysis on heterogeneous data to find important information for diagnosis, 

staging, and prognosis for cancers has received considerable attention [11]. Multi-fea-

tures fusion analysis is being used extensively by pathologists in clinical practice. Some 

studies have explored a combination of different genomic biomarkers for survival anal-

ysis. [11] proposed an integrative pathway-based directed random walk (DRW) method 

on survival prediction of breast cancer utilizing the interaction between gene expression 

and DNA methylation. [31] integrated image data and genomic data to improve the 

survival prognosis of breast cancer patients. [3] constructed a novel framework that can 

predict the survival outcome of renal cell carcinoma patients by combining image fea-

tures and gene expression features. These existing studies have suggested that different 

modalities of data complement each other and provide better patient stratification when 

used together. Although the combination of genomic features can better predict the 

clinical prognosis of cancer patients, simple combination of these features may bring 

redundant features, thus reducing the prediction performance, hence feature selection 

is the key step of multimodal feature fusion. In the existing research, the authors usually 

simply concatenate the multimodal data, and then apply the traditional feature selection 

methods to select the components related to cancer prognosis. 

In clinical practice, pathologists make a diagnosis and predict prognosis by clinical 

exam. The clinical behavior of breast cancer is quite diverse, ranging from slow-grow-

ing localized tumors to aggressive metastatic disease [6]. Therefore, prognostic markers 

play a crucial role in stratification of patients for personalized cancer management, 

which could avoid either overtreatment or undertreatment [2]. For instance, patients 

classified into a high-risk group may benefit from closer follow-up, more aggressive 

therapies, and advanced care planning [30]. Cox proportional hazard model [14] is 

among the most popular survival prediction models. Recently, based on the Cox model, 

several regularization methods have been proposed in the literature. The least absolute 

shrinkage and selection operator Cox model (LASSO-COX) [19; 23] applies lasso fea-

ture selection method to select components that are related to cancer prognosis. Ran-

dom survival forests (RSF) [9] computes a random forest using the log-rank test as the 

splitting criterion. It computes the cumulative hazards of the leaf nodes and averages 

them over the ensemble. Cox regression with neural networks by a one hidden layer 

multilayer perceptron (MLP) [28] was proposed to replace the linear predictor of the 

Cox model. It was showed that some novel networks were able to outperform classical 

Cox models [1]. DeepSurv [10] is a Cox proportional hazards deep neural network and 

a survival method for modeling interactions between a patient’s covariates and treat-

ment effectiveness in order to provide personalized treatment recommendations. Deep-

Surv is developed upon Cox proportional assumption with acutting-edge deep neural 

network. MTLSA [13] is the recently proposed model which regards survival analysis 

as a multi-task learning problem. It transforms the problem into a series of binary clas-

sification, and uses a multi-task learning method to model the event probability at dif-

ferent times. Although much progress has been made using above approaches, never-

theless, the prediction performance of the existing methods is still far from satisfactory, 

and there still exits much room for further improvement. In addition, these methods 

assumed that the survival information of one patient is independent from another, and 
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thus miss the strong ordinal relationship between the survival times of different pa-

tients.  

3 Materials 

In this study, the used survival analysis benchmark datasets including gene expression 

data, DNA methylation data, and clinical data. The clinical data are included in the 

main clinical file downloaded from The Cancer Genome Atlas (TCGA) [24], which 

provides an extensive collection of genomics and clinical outcome data for large co-

horts of patients of more than 30 types of cancers. The main files contain 1097 breast 

cancer patients’ clinical annotations and information. In our case, two clinical variables 

are used: Overall Survival Status (1 if the patient deceased, 0 if he/she is living at the 

time of the last follow-up) and Overall Survival (Months), which represent the number 

of months between diagnosis and date of death or last follow-up. In clinical data, pa-

tients with missing follow-up were excluded.  

The gene expression data and DNA methylation data of breast cancer patients were 

obtained from the TCGA dataset of the Broad Institute GDAC Firehose [4]. Gene ex-

pression data from mRNA sequencing consisted of 20,533 genes. mRNA expression 

profiles were transformed from Illumina HiSeq 2000 RNA-seq readcounts to normal-

ized reads per kilobase per million (RPKM). DNA methylation data were obtained as a 

gene-level feature of 20,106 genes by selecting the probe having a minimum correlation 

with expression data for each gene. We removed genes having gene expression values 

of 0. Gene expression data, DNA methylation data and clinical data were merged and 

filtered to keep matching records. We removed patients whose survival months were 

not recorded or wrongly so as negative values. So, among 1097 patients, we extracted 

476 instances that had both mRNA sequencing and DNA methylation data. The bench-

mark dataset including gene data and survival data was obtained. The gene and clinical 

characteristics for the selected patients are summarized in Table 1. 

Table 1. Gene and clinical characteristics. 

Characteristics Summary 

Instance no. 476 

Gene no. 

 Methylation 20106 

 mRNA 20533 

Survival status 

 Living 413 

 Deceased 63 

Follow up (months) 0.03-282.69 

Age (years) 

 Range 26-90 

 Median 57.23 
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4 Methods 

4.1 Gene Feature Extraction 

The large number of genes of mRNA and methylation posed a challenge to obtaining 

sufficient statistical power. Although, in deep learning, end-to-end method [25] has 

demonstrated excellent performance on various difficult problems, we still cannot use 

this method to our train survival model because the extracted high-level representation 

may be too coarse to accurately describe local features and the low-level features of the 

network are too precise and lack semantic information [15]. In addition, the number of 

integrated original genes is too large with more than forty thousand and the computa-

tional complexity is too high, which may cause errors in losses calculations. Denoising 

Autoencoder (DA) [26] has proven to be effective in selecting robust features against 

input noise and extracting more specific cancer-related pathways or genes [22]. But in 

our case, comparative experimental results demonstrate that DA method is not compet-

itive. A recently developed weighted network mining algorithm called local maximum 

quasi-clique merging (lmQCM) [3], which could detect weak quasi-clique modules in 

weighted graphs with application in functional gene cluster discovery, has been suc-

cessfully applied to gene co-expression analysis. lmQCM uses hierarchical clustering 

and does not allow overlap between modules. Another well-known gene clustering al-

gorithm is weighted gene co-expression network analysis (WGCNA) [12], WGCNA is 

a powerful technique used to extract co-expressed gene networks from gene expres-

sions, and widely used in genomic data analysis.  

In our study, we tested the effectiveness of methods lmQCM and WGCNA respec-

tively. By comparing the effects, we chose WGCNA as gene feature extraction method. 

Instead of focusing on individual genes, we firstly use the WGCNA algorithm to cluster 

genes into coexpressed modules, then summarized each module as an eigengene. Mod-

ules are clusters of highly interconnected or correlated genes. The eigengene of a mod-

ule is defined as the first principal component which is considered to be the representa-

tive of gene expression profiles in a module. This method not only greatly improves 

statistical power, but also enables us to focus on important biological processes or gene 

variations related to coexpressed gene modules, making the results easier to explain 

than a single gene, because coexpressed modules are usually closely related to specific 

genomes that participate in the same biological process or are located on the same chro-

mosome band. We use WGCNA algorithm to extract the features of mRNA and meth-

ylation respectively. Thus, WGCNA algorithm yields 12 coexpressed gene modules 

(features) for methylation data and 26 coexpressed gene modules for mRNA data. It is 

worth noting that to avoid overfitting, we applied gene feature selection methods to the 

training set and test set in cross-validation respectively. 

4.2 Ordinal Cox Model 

In survival analysis, prediction of the time duration until a certain event occurs is the 

goal and the death of a cancer patient is the event of interest in our study. Cancer pa-

tients can be divided into two categories i.e., censored patients and non-censored pa-

tients. For censored patients, the death events were not observed for them during the 
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follow-up period, and thus their genuine survival times are longer than the recorded 

data; while for non-censored patients their recorded survival times are the exact time 

from initial diagnosis to death. We use a triplet ( , , )i i ix t  to represent each observation 

in survival analysis, where 
ix  is the feature vector, 

it  is the observed time, and 
i  is the 

censoring indicator. Here, 1i  or 0i  indicates a non-censored or censored instance, 

respectively. 

The primary goals in survival analysis are estimating the survival function and haz-

ard function [27], both of which can be used to model the distribution of the event time 

over the timeline. Survival function ( | )s t x  represents the probability that the event has 

not happened earlier than a specified time t. We define O as the variable of the true 

occurrence time for the event of interest. And ( )rP O  is the probabilistic density func-

tion (P.D.F.) of the true event time. So we have, 

( | ) ( | )rs t x P O t x                                              (1) 

By defining the survival function ( | )s t x as the probability that a patient will survive 

after time t, the hazard function ( | )h t x  that can assess the instantaneous rate of death 

is defined as follows: 

0

( | ; )
( | ) lim r

t

P t O t t O t x
h t x

t 

    


  (2) 

Where 1 2( , , , )nx x x x    corresponds to the covariate variable of dimensionality n. 

Among the hazards modeling methods, cox proportional hazard model [14], which is 

built based on the hypothesis that the hazard ratio between two instances is time-inde-

pendent, is defined as: 

0( | ) ( )exp( )Th t x h t x  (3) 

Here, 0( )h t is the baseline hazard, and
T

ix is called survival function, in which 

1 2( , , )n     can be estimated by minimizing its corresponding partial likelihood 

function. The partial likelihood is defined as follows: 

: 1 ( )

exp( ( | ))
( )

exp( ( | ))
i

i

i i

i j jj R t

h t x
L

h t x


 




 (4) 

Where Ti denotes the event time, i is a binary value indicating whether the event hap-

pened or not, and ( )iR t denotes the set of all individuals at risk at time it , which repre-

sents the set of patients that are still at risk before time it . Therefore, the coefficient 

vector can be learned via minimizing the negative partial log-likelihood function of the 

Cox model, which is defined as follows [21]: 

1 ( )

( ) log exp( )
i

n
T T

Z i i j

i j R t

L x x   
 

 
    

 
  (5) 

Although we could use the above Cox model to directly make survival prediction, it 

does not take the ordinal survival information between different patients (e.g., the sur-

vival time for patient A is longer than that for patient B) into consideration. In the hazard 

ratio based model, the ordinal relationship of the hazard risk between patient i and pa-

tient j can be easily derived by calculating the ratio (i.e., recij): 
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0

0

( | ) ( )exp( )
exp( ( ))

( | ) ( )exp( )

T
Ti i

ij i jT

j j

h t x h t x
rec x x

h t x h t x





    (7)

In practice, if 1ijrec  , the survival time for patient i should be shorter than that for pa-

tient j , and vice versa. By utilizing the above ordinal relationship indicated by Cox 

model, we design a ranking loss function to capture the ordinal survival information 

among different patients as follows: 

1 1

*max(0,1 ) *max(0,1 exp( ( ))
n n

T

ij i j

i j i i j i

ordLoss I rec I x x
   

           (8) 

Where I = 1 if the survival time for patient i is shorter than that for patient j . Otherwise, 

I = 0.  

By combining the Cox negative partial log-likelihood function LZ with the above 

ordinal loss ordLoss, the objective loss function can be formulated as a multi-task 

model: 

( ) *ZL( ) o= rdLossL    (9) 

Where  is a multi-task weight coefficient. Many previous methods which learn multi-

ple tasks simultaneously use a naive weighted sum of losses, where the loss weights are 

uniform, or crudely and manually tuned. However, the model performance is extremely 

sensitive to weight selection. These weight hyper-parameters are expensive to tune. 

Therefore, it is desirable to find a more convenient approach which is able to learn the 

optimal weights. We developed a way of combining multiple loss functions to adap-

tively learn multiple objectives. 

4.3 Adaptive Auxiliary Loss 

In this study, we used methylation or gene expression features to make survival analysis 

for breast cancer patients. Our main task is obtaining the training model. The main task 

has a corresponding loss Lmain, which can be the expected return loss used for calculat-

ing the policy gradient. We use the Cox negative partial log-likelihood function as the 

main loss Lmain, i.e. Lmain=LZ. To improve data efficiency, besides the main task, one has 

access to one or more auxiliary tasks that share some unknown structure with the main 

task [18]. Here, the ordinal loss can be used as auxiliary loss of an auxiliary task, i.e. 

Laux=ordLoss. Our goal is to optimize the main loss Lmain. However, using gradient-

based optimization with only the main task gradient mainL is often slow and unsta-

ble, due to the high variance of the deep network. Thus, auxiliary tasks are commonly 

used to help to learn a good feature representation. We can combine the main loss with 

the loss from the auxiliary tasks as: 

( ) ( ) ( )main auxL L L      (10) 

Where  is the weight of the auxiliary task. Under the intuition that modifying to 

minimize auxL  will improve mainL if the two tasks are sufficiently related, we propose 

to modulate the weight   at each learning iteration t by how useful the auxiliary task 

is for the main task given t . t  is the set of all model parameters at training step t . 

We assume that we update the parameters t using gradient descent on this combined 

objective: 
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1 ( )
tt t tL        (11) 

Where is the gradient step size. At each optimization iteration, we want to efficiently 

approximate the solution to: 

 ( )
t

t

t main t auxargmin L L L


      (12) 

The weights t of the auxiliary task need to be tuned. However, tuning the parameters

t becomes more computationally intensive as the number of iteration increases. We

try to look for a cheap heuristic to approximate t which is better than keeping t
constant and does not require hyper-tuning. 

Our goal is to find an auxiliary task with a weight to make mainL  decrease the 

fastest. Specifically, ( )tV   is defined as the speed at which the loss of the main task 

decreases at time step t. 
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 (13) 

We can simply calculate the gradient to update  : 

( )
( ) ( ) ( )

( )

t t t

Tt t
t t main t aux t

t

t

V
V L L

V

  




   



   


    


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 (14) 

Where  is the gradient step size. This update rule is based on the dot product between 

the gradient of the main task and the gradient of the auxiliary task. The auxiliary loss 

will add extra gradient flow during backpropogation, thereby helping to reduce the van-

ishing gradient problem for earlier layers. Intuitively this approach leverages the online 

experiences to determine if an auxiliary task has been useful in decreasing the main 

task loss. The update rule is a product of a derivation of maximizing the speed at which 

the main task loss decreases. 

So, we can obtain the gradient of empirical loss of the main loss Lmain and the aux-

iliary loss Laux respectively at search point t as: 
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1

)

*max 0,1 ( )exp(

exp( )
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   (15) 

4.4 System Algorithm Flow Chart 

LSTM is a kind of recurrent neural network architecture which is widely used in all 

kinds of sequential data. LSTM was designed to prevent vanishing gradients. Bidirec-

tional LSTMs (biLSTM) are the bidirectional RNNs counterpart based on LSTM. Deep 
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bidirectional RNNs can be implemented by replacing each hidden sequence with the 

forward and backward sequences and ensuring that every hidden layer receives input 

from both the forward and backward layers at the level below. If LSTM is used for the 

hidden layers, we get deep bidirectional LSTM [5]. Because of biLSTM’s ability of 

keeping previously observed data, it is very suitable for exploring the relationship 

within long sequence data, and that’s why we chose biLSTM to model the survival 

behaviors. The auxiliary loss added to the original objective helps to improve the ability 

of optimizing the learning process in biLSTM training and regularization.  

Fig. 1. Illustration of the proposed model and framework. 

Fig.1 shows the algorithm process of our proposed method. There are several stages 

including the gene co-expression cluster stage, main/auxiliary biLSTM network stage 

and the COX model stage etc. In the gene co-expression cluster stage, mRNA data and 

methylation data could be reduced in feature dimension. WGCNA algorithms are used 

to cluster genes. So, mRNA and methylation eigengenes are obtained respectively. The 

directly concatenated eigengenes of mRNA and methylation will be the main task input 

features for the machine learning network to train the model. Meanwhile, we also use 

the concatenated eigengenes as auxiliary task input. In the main task, Multiple biLSTM 

layers, TimeDistributed layers, dropout layers, and full Connected layer are used to 

predict patient survival risk with proposed ordinal loss function, and then the main loss 

(i.e., Lmain) is obtained. In the auxiliary task, we use one auxiliary biLSTM layer and a 

fully connected layer to obtain the auxiliary loss (i.e., Laux). We can combine the main 

loss with the loss from the auxiliary tasks as: Lmain +λ Laux. We use a proposed adaptive 

optimization iteration method to tune the weight (λ) of auxiliary loss. Finally, through 

iterative training, the deep cox proportional hazard model is built for survival analysis 

to ensure that the ordinal relationship among the survival time of different patients can 

be preserved. 
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5 Experimental Results and Discussions 

In this section, we assess the performance of the proposed method and carry out exper-

iments on the training set through 10-fold cross validation. Specifically, we firstly use 

WGCNA algorithms to cluster genes and obtain methylation eigengenes and mRNA 

eigengenes. Meanwhile, we also use DA algorithm and lmQCM method to reduce the 

gene dimensions. We test these methods and compare the effectiveness of every one. 

By comparing the effects, we choose WGCNA method. Then the Cox proportional haz-

ards model is built on the clustered eigengene features in the training set. After that, we 

compare the proposed method with only the main task loss method. In order to demon-

strate the effectiveness of our proposed method, we also compare with five other ma-

chine learning methods. For survival stratification prediction, the median risk score 

predicted by the cox proportional hazards model is used as a threshold to split patients 

into low-risk and high-risk groups. Finally, we test if these two groups have distinct 

survival outcomes using Kaplan-Meier estimator and rank test. The survival curves are 

drawn by applying different methods. 

We evaluate the performance of the proposed method and other comparing methods 

using the Concordance index (C-index). C-index quantifies the fraction of all pairs of 

patients whose predicted survival times are correctly ordered and is calculated as fol-

lowing: 

1 :

1
( ( ) ( ))

i j

m

i j

i j t t

C index I F x F x
k  

     (16) 

Where k is the set of validly orderable pairs when ti<tj; k represents the number of 

comparable pairs among them; F(𝑥�) is the prediction of survival time; 𝐼� is the indicator 

function of whether the condition in parentheses is satisfied or not. The C-index esti-

mates the probability that, for a random pair of individuals, the predicted survival times 

of the two individuals have the same ordering as their true survival times. As the C-

index only depends on the ordering of the predictions, it is very useful for evaluating 

proportional hazards models. This is because the ordering of proportional hazards mod-

els does not change over time, which enables us to use the relative risk function instead 

of a metric for predicted survival time.   

5.1 Performance Comparison of Different Gene Feature Selection 

In this section, we tested three gene feature selection methods: DA, lmQCM, and 

WGCNA. We set the number of DA encoder layer nodes as 100, and activation function 

as 'sigmoid'. In lmQCM, we set parameters with 0.30,  1,t  1,   and

0.4.  To WGCNA, we set minModuleSize=30. Through these three different 

methods, methylation and mRNA features after dimensionality reduction can be ob-

tained. We use DA algorithm to obtain 100 methylation features and 100 mRNA fea-

tures respectively. We use lmQCM algorithm to obtain 33 methylation features and 24 

mRNA features respectively. Similarly, we use WGCNA algorithm to obtain 12 meth-

ylation features and 26 mRNA features respectively. We combine methylation and

mRNA features in series and obtain 200, 57, and 38-dimensional features in three dif-
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ferent methods. We test each integrated feature / model and compare performance be-

tween different methods with C-index value. Table 2 summarizes the performance com-

parison of three methods. For the sake of fairness and convenience, we only carry out 

the same loss function, i.e. main loss (Lmain), and the same biLSTM structure. 

Table 2. Comparison of performance of three gene feature selection methods with C-index. 

Gene Selection Methods C-index

DA 0.5235 

lmQCM 0.6102 

WGCNA 0.6147 

As shown in Table 2, it can be found that WGCNA and lmQCM methods have better 

performance than DA. In the cross validation on the standard data set, WGCNA is su-

perior to lmQCM, but performance improvement is not obvious. Compared with the 

DA and lmQCM methods, the C-index of WGCNA is improved by 9.12% and 0.45%. 

Considering the similar computational complexity of WGCNA and lmQCM, we de-

cided to adopt WGCNA method to extract gene features. 

5.2 Performance Comparison with only Main Task Loss 

In this section, we evaluate the performance concerning the proposed method with aux-

iliary loss. We use WGCNA algorithm to obtain 38-dimensional integrated features 

which are main task inputs, meanwhile, this integrated features will also be used as 

auxiliary task input features. We will compare the proposed method, which combines 

the main loss (Lmain) with the auxiliary loss (Laux) from the auxiliary task, with only the 

main loss (Lmain). The experiments compare the performance of ten-fold cross valida-

tion between two methods on the standard data set and run 500 iterations with a constant 

step size of 0.01. Table 3 summarizes the performance comparison of the proposed 

method and only the main loss method with the measurements of the Concordance In-

dex and convergence iteration. Convergence iteration is defined as number of training 

steps for reaching the goal. In this study, we set the goal (i.e. threshold of loss) as 1e-4. 

Table 3. Performance comparison between two different loss methods with C-index and conver-

gence iteration 

Methods C-index Convergence iteration 

The proposed method 0.6385 <300 

Only main loss method 0.6147 >450

As demonstrated in Table 3, in the cross validation on standard data sets, the proposed 

method is superior to only the main loss method. Compared with the only the main loss 

method, the C-index of the proposed method is improved by 2.38%. From this compar-

ison experiment, we found that the convergence speed of the proposed method is obvi-

ously faster than that of only the main loss method. The proposed method, by leveraging 

the combination of main loss and auxiliary loss, can dynamically adapt the weights for 
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the auxiliary task to perform better than or as well as the best main task. It means that 

using an adaptive auxiliary loss could give marginal improvement over the baseline. 

Additionally, we can see that the auxiliary task depends on the main task. 

5.3 Comparison with Different Survival Prediction Methods over Cross-

validation Test 

We compare the prediction effects of our proposed biLSTM method with five machine 

learning methods: RSF [9], LASSO [23], MLP [1], DeepSurv [10], and MTLSA [13]. 

The C-index is used to evaluate the prediction performance. For the sake of fairness, 

we carry out the same feature set in all cross validation tests.  

Table 4. Performance comparison among different survival prediction methods by the measure-

ments of C-index (along with their standard deviations).  

Methods C-index

The proposed method 0.6385 (0.0115) 

MTLSA 0.6048 (0.0332) 

DeepSurv 0.6123 (0.0467) 

MLP 0.6089 (0.0663) 

LASSO 0.5644 (0.0097) 

RSF 0.5529 (0.0178) 

Table 4 summarizes the performance comparisons between the proposed method, 

MTLSA, DeepSurv, MLP, Lasso, and RSF by the measurements of C-index. From Ta-

ble 4, we find that the cross validation of the proposed method on the standard training 

set is better than the other five methods. Compared with the methods: RSF, LASSO, 

MLP, DeepSurv, and MTLSA, the C-index of the proposed method is improved by 

8.56%, 7.41%, 2.96%, 2.62% and 3.37%. As can be seen from Table 4, firstly, the 

prognosis power of the regularized Cox models (i.e., RSF and LASSO) is inferior to 

the other deep model based methods (i.e., MLP and DeepSurv). This is because the 

deep model can better represent gene features than the hand-crafted low-level features. 

Secondly, the proposed biLSTM method can achieve higher C-index values than the 

comparing methods, which demonstrates the advantage of LSTM that can represent the 

integrated patterns of sequential mRNA data and methylation data. The experiments 

also demonstrate the efficacy of the proposed method.  

5.4 Survival Stratification Prediction 

Another important task in survival analysis is to stratify cancer patients into subgroups 

with different predicted outcomes, by which we can develop personalized treatment 

plans during cancer disease progression. The median risk score method is used in the 

training set as a threshold to stratify patients in the test set into low-risk and high-risk 

groups, and then test if these two groups have significantly different survival time using 

the log-rank test. Better prognosis prediction performance comes with smaller p-value 
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from the log-rank test. We show the stratification performance of different prediction 

methods in Fig. 2. 

Fig. 2. The survival curves by applying different methods. 

As shown in Fig. 2, the proposed prediction method (Auxiliary Loss) achieves signifi-

cantly superior stratification performance (log-rank test P =0.00482) when compared 

with the other methods (log-rank test P =0.72, 0.607, 0.103, 0.0482 for RSF, LASSO, 

MLP, DeepSurv and MTLSA, respectively) on mRNA and methylation datasets, which 

shows the advantage of using auxiliary loss.  In addition, it is worth noting that the 

proposed method could provide better prognostic prediction than the comparing meth-

ods, this is because our proposed model considers both the ordinal characteristics and 

the integrative patterns in survival analysis.  

6 Conclusion 

In this study, we have developed a survival analysis framework for breast cancer pa-

tients, in which we take patients’ ordinal survival information into consideration. Ten-

fold cross-validation experiments on the mRNA gene expression data, DNA methyla-

tion data and clinical data were carried out. Experimental results demonstrate the supe-

riority of the proposed method over the existing RSF, Lasso, MLP, DeepSurv, and 

MTLSA methods. The good performances of the proposed method come from the use 

of the combined bidirectional LSTM predictor and ordinal information. Experimental 

results also show the importance of gene expression and DNA methylation signatures 

for breast cancer survival analysis. In this work, we have shown that dynamically com-

bining an auxiliary task and adaptively adjusting the weights for the auxiliary task in 

an online manner can give a significant performance improvement for biLSTM Cox 

model network. The proposed method uses the idea that auxiliary tasks should provide 
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a gradient update direction that helps to decrease the loss of the main task. Our method 

is not limited to breast cancer and can be applied to other cancer types having many 

samples in TCGA. 

Our future work will focus on integrative pathway-based survival prediction for breast 

cancer. We will also study how to exploit the best relationship between the auxiliary 

tasks and the main task. 
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