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Editorial 

The twenty-second event of the Industrial Conference on Data Mining ICDM was 
held in New York again (www.data-mining-forum.de) running under the umbrella of 
the World Congress on “The Frontiers in Intelligent Data and Signal Analysis, DSA 
2022” (www.worldcongressdsa.com). 

At a time when we are still struggling with the corona pandemic, we scientists 
from different nations have gathered together for a peaceful discourse on an important 
research focus in the field of data mining and machine learning. 

With our conference, we scientists show that we respect the opinions and work of 
others. That we are ready to consider them peacefully and in friendship under the 
critical view of the high scientific standards that this conference has. 

The conference is an application-oriented conference. In recent years, we have seen 
a decline in interest in application-oriented research. Probably also because now in-
novative foundations are focused on oriented research, which requires not so time-
consuming work with the experts on site. But we hope that interest will stabilize once 
we have overcome the consequences of Corona. 

The International Program Committee has done an excellent and time-consuming 
job to select the best papers and provide important guidance on the work of the au-
thors. I would like to thank all the members of the Program Committee for their ef-
forts and that you have contributed with your top-class scientific competence. 

The best papers are presented at this conference. The acceptance rate is 33%. 
Thank you to all the scientists who have participated in this conference with your 

excellent work.  
A special issue will be done after the conference in the Intern. Journal Transactions 

on Machine Learning and Data Mining (http://www.ibai-
publishing.org/journal/mldm/about.php). 

I would also like to thank those scientists who have participated in the conference 
with their work and have not been successful. Even if we have rejected work, we hope 
that the indications of the program committee will encourage you to reconsider your 
work and that you will perhaps face the critical scientific consideration of your work 
by the international program committee again next year. 

The tutorial days rounded up the high quality of the conference. Researchers and 
practitioners got an excellent insight in the research and technology of the respective 
fields, the new trends and the open research problems that we like to study further. 

 A tutorial on Data Mining and a tutorial on Case-Based Reasoning, were held 
after the conference. 

I also thank the members of the Institute of Computer Vision and applied Comput-
er Sciences, Germany (www.ibai-institut.de), who handled the conference as secretar-
iat. We appreciate the help and understanding of the editorial staff at ibai-publishing 
house, who supported the publication of these proceedings (http://www.ibai-
publishing.org/html/proceeding.php). 

Last, but not least, we wish to thank all the speakers and participants who contrib-
uted to the success of the conference. We hope to see you in 2023 in New York again 
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at the next World Congress on “The Frontiers in Intelligent Data and Signal Analysis, 
DSA 2023” (www.worldcongressdsa.com), which combines under its roof the follow-
ing three events: International Conferences Machine Learning and Data Mining, 
MLDM (www.mldm.de), the Industrial Conference on Data Mining, ICDM 
(www.data-mining-forum.de, and the International Conference on Mass Data Analy-
sis of Signals and Images in Medicine, Biotechnology, Chemistry, Biometry, Securi-
ty, Agriculture, Drug Discovery and Food Industry, MDA (www.mda-signals.de), the 
workshops and tutorials. 

 
July 2022                      Petra Perner 
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Matrix Factorization for Cache Optimization in
Content Delivery Networks (CDN)

Adolf Kamuzora1, Wadie Skaf1, Ermiyas Birihanu1, Jiyan Salim Mahmud1,
Péter Kiss1, Tamás Jursonovics2, Peter Pogrzeba2, Imre Lendák1, and Tomáš

Horváth1

1 Data Science and Engineering Department, Faculty of Informatics, Eötvös Loránd
University, H-1053 Budapest, Egyetem tér 1-3, Hungary

2 Deutsche Telekom, Berlin, Germany

Abstract. Content delivery networks (CDNs) are key components of
high throughput, low latency services on the internet. CDN cache servers
have limited storage and bandwidth and implement state-of-the-art cache
admission and eviction algorithms to select the most popular and relevant
content for the customers served. The aim of this study was to utilize
state-of-the-art recommender system techniques for predicting ratings
for cache content in CDN. Matrix factorization was used in predicting
content popularity which is valuable information in content eviction and
content admission algorithms run on CDN edge servers. A custom imple-
mented matrix factorization class and MyMediaLite were utilized. The
input CDN logs were received from a European telecommunication ser-
vice provider. We built a matrix factorization model with that data and
utilized grid search to tune its hyper-parameters. Experimental results
indicate that there is promise about the proposed approaches and we
showed that a low root mean square error value can be achieved on the
real-life CDN log data.

Keywords: Content Delivery Network · matrix factorization · cache
admission · cache eviction · recommender systems

1 Introduction

Streaming video services, like Netflix, Disney+, Amazon Prime, and others gen-
erate a significant part of Internet traffic today [4]. Content delivery networks
(CDNs) are the key components making the delivery of such services with high
throughput, low latency a reality. CDNs consist of origin servers and cache
servers positioned closest to the customers, i.e., on the edge of the system. The
cache servers have limited storage and bandwidth and implement state-of-the-art
cache admission and cache eviction algorithms to select the most popular and
relevant content for the customers served. In recommender systems, the goal
is to suggest similar and popular items to users, given that similar users have
requested or rated similar items. Thus, an interest is to predict or determine
how the users would rate items that they have not seen. Algorithms such as
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matrix factorization (MF) could aid this endeavor. The intuition behind matrix
factorization is that, with a discovered set of latent features for both users and
items, it is possible to predict ratings and thus determine popular and relevant
content for the customers.

Our research aims to utilize state-of-the-art recommender system techniques
for predicting ratings for cache content in CDNs and their cost reduction poten-
tial in real-life content delivery scenarios. Our effort is driven by the needs of a
leading European telecommunication service provider, who developed and built
its managed CDN to ensure IPTV service delivery. We conducted experiments
on an extensive dataset collected in a real-life CDN system. We show that matrix
factorization models are viable in the CDN cache environment context.

Our paper is structured into five sections; introduction, related works, method-
ology section where, the dataset, processing, matrix factorization, evaluation and
hyper-parameter tuning are presented. Then results of experiments are presented
and finally, the conclusion.

2 Related Works

It is already well understood, how CDNs provide the required bandwidth, and
thereby ensure reliable, high quality video services [13]. The tremendous net-
work growth faced by CDN operators forces them to continuously innovate and
decrease the unit cost of GB delivery. This effort is supported by new hardware
generations, state-of-the-art protocols [8], new video encoding standards [3], but
mainly affected by the number of request cached on a CDN server: the cache hit
rate (CHR). A small improvement in the CHR decreases the resource consump-
tion, reduces the load in deeper caching layers and origin servers and ultimately
saves costs.

In spite of the increasing footprint of EDGE cloud services, CDN is the most
efficient tool for streaming multimedia contents [13][12]. Adaptive Bitrate (ABR)
streaming is a solution which aims to address the challenge for video streaming
under unstable network conditions. For ABR streaming, each video is encoded
into multiple bitrates, and the customer device selects a bitrate according to
the network conditions. This ultimately aims at maximizing users’ quality of
experience (QoE) [6]. A CDN deploys many servers so that at least some lie in
each user’s network proximity. CDNs improve service quality and availability by
replicating the digital content in those servers. Thus requests to objects (images,
video, web content) are handled by nearby servers in case of a cache hit (content
present in cache). Otherwise, if the requested content is not available in the
nearest CDN server, it has to be fetched from the origin server, causing slight
delay on the customer side and increasing the load on the origin server. Different
researchers claim that the advent of fog computing and machine learning would
bring mitigation to some if not all the challenges faced by CDN operators, e.g.,
origin performance limitations and caching of content [13].

Caching performance improvement in terms of maximizing hit rates is one
of the challenges faced in CDN. The authors of reference [1] analyzed the per-
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formance of a deployed CDN caching system by deriving its performance met-
rics using real video on demand (VoD) traces derived from an internet service
provider (ISP) CDN caching system. In their analysis, caching system logs that
contain a full report of anonymized requests from each user were used, along
with the result of the caching operation and time needed to fulfill a particular
request. The results of the analyses showed that, first, QoE is optimal if the
time to serve is bounded, not if it is the lowest possible one. Also, there is not a
straight proportional law between time to serve and resource size. Second, in the
case of cache effectiveness, if the cache is serving an optimal number of users: if
the per-flow, per-user hit ratio, both normalized to the resource size, are almost
identical, then the cache is well performing, and adding more users will not lead
to further benefits. Third, it remains the question of cache optimisation by cache
admission and cache admission algorithms. Also, the traffic pattern showed to
follow a long range dependent distribution (LRD) and not Poisson like, limited
or short range dependent [1].

Studies on algorithms for collaborative filtering have proven to be effective
in recommendation systems on predicting popular items [9]. While user-based
and item-based collaborative filtering methods are intuitive, matrix factoriza-
tion techniques are effective. This is because, they aid to discover latent factors
underlying interactions between users and items [7]. This aspect facilitates es-
pecially in the case of determining what content is to be in the cache, whether
during cache admission or cache eviction as pointed out by authors in [1].

3 Methodology

3.1 The Dataset

The analysis was carried out on real-life CDN cache logs collected on multiple
hosts in a large European telecommunication service provider. The logs contain
detailed, but anonymized requests issued by CDN users, along with the result
of the caching operations (hit/miss) and time needed to serve a request. Table
1 provides a brief description of the attributes for the logs.

3.2 Data pre-processing

Explicit vs. implicit feedback Rating about a product or service on a given
scale (e.g., 1 to 5) is often a popular kind of explicit feedback. However, users
are usually not easily convinced to give explicit feedback. Other kind of feedback
(e.g., views, number of clicks, purchases) is often recorded by systems [10]. In our
case, we can extract explicit feedback from the CDN logs pertaining to number
of requests for certain content. The cache logs contain a user identifier and the
content requested, e.g., live TV channel or video on demand content identifier.
This information was used to derive a user-item interaction feature to facilitate
our matrix factorization modeling for ratings prediction. Values for the feature
were on a log-scale of total requests.
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Feature Description

statuscode HTTP response status codes

contenttype Indicates the media type of the resource

protocol Http version

contentlength The size of the resource, in decimal number of bytes

timefirstbyte time from request processing until the first byte

timetoserv time needed to process the request

osfamily Client’s device Operating System

sid id uniq to a streaming session

cachecontrol Directives for caching mechanisms in both requests and responses

uamajor User-Agent’version, eg. browser’s version

uafamily User-Agent,usually client’s app

devicefamily Type of the device

fragment video or file fragment identifier

path URL (address of request)

timestamp Arrival time of the request

contentpackage VoD asset identifier

coordinates Long. and lat. of the client based on geoip lookup

livechannel Live TV channel name

devicemodel Client’s device model

devicebrand Client’s device brand

host Specifies the domain name of the server (for virtual hosting)

method Http request method eg. Get,post

manifest resource which the browser should cache for offline access

assetnumber VoD asset encoding version

hit HTTP request was a cache hit or miss

cachename cache’s hostname

popname cache’s location

uid id unique to a single user
Table 1. List of log line features

As recommender systems models operate with (user, item) interaction sam-
ples, we performed the following mappings from the CDN log data:

uid =⇒ user

livechannel/contentpackage =⇒ item

accessfrequency =⇒ interaction

We grouped user and item Ids and established frequencies for each pair,
resulting into a requests feature. We then put the request feature into a log-scale
to get the interaction (or preference) feature. We used these features to create a
user-item interaction matrix (similar to a utility matrix in recommender systems)
as an input to our custom matrix factorization algorithm. Inputs to matrix
factorization algorithms of MyMediaLite platform are comma separated value
(CSV) files consisting of the userId, itemId and interaction features without
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column or index names. The results of this approach are depicted in Table 2
showing user, item, frequency and engineered interaction values.

No userId itemId requests interaction

0 0 0 16634 10

1 1 1 18038 10

2 2 2 3019 8

... ... ... ... ...

1978 1068 2 8 2

1979 1069 13 7 2
Table 2. Dataset view for user and item with corresponding interaction

Splitting Dataset into Train and Test Sets A random split of the datasets
was performed on 70%-30% ratio for training and testing sets respectively (tem-
poral trends were not considered).

3.3 Baseline Methods

Matrix factorization is the task of approximating a matrix X by the product of
two smaller matrices W and H, that is X ≈ WHT . In the context of recom-
mender systems, the matrix X is partially observed ratings matrix, W ∈ RU×K

where each row U is a vector of users with K latent factors, and H ∈ RI×K

describes row I of items, again with K latent factors [11]. Thus, by finding the
best K latent features, one should be able to predict a rating with respect to
a certain user and item, since the number of features associated with the users
match with the number of features associated with the items [7]. Let wuk and
hik be elements of W and H, thus the rating of user u to item i is predicted by:

r̂ui =
K∑

k=1

wukhik = (WHT )u,i

whereW andH are the model parameters which can be learned by optimizing
the objective function given a criterion such as root mean square error:

min
W,H

(rui − r̂ui)
2 + β(∥W∥2 + ∥H∥2)

where β is a regularization term to mitigate overfitting. For this experiment
stochastic gradient descent was used for the optimization process for RMSE.

Initially, we implemented our own matrix factorization class. MyMediaLite
recommender system platform’s basic matrix factorization algorithm was also
utilized. MyMediaLite is free and open-source software which consists of various
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state-of-the-art recommender system algorithms (e.g., matrix factorization, k-
nearest neighbour, most popular item) and an extensive evaluation framework.
It runs on the .NET platform, is written in the C# (C-sharp) programming
language [10]. MyMediaLite addresses two scenarios in collaborative filtering,
rating prediction and item prediction from positive-only feedback. It offers state-
of-the-art algorithms, online updates to already trained models, serialization of
computed models and various routines for evaluation [5]. Beside basic matrix
factorization model described earlier, we also utilized the biased matrix fac-
torization model to factor in user and item biases. The updated model then
becomes:

r̂ui = µ+ bu + bi +
K∑

k=1

wukhik

where µ, bu and bi are global average, user and item biases respectively. We
implemented our experiments in the Python programming language.

3.4 Evaluation Techniques

We evaluated our matrix factorization model with RMSE measure. For this
metric, a low score is preferred. The RMSE calculation was based on the following
equation:

RMSE =

√∑
ui∈Dtest( rui − r̂ui)

|Dtest|

The selection of RMSE metric was inspired by the 2009 Netflix competition
which was won by a team of researchers, called “Bellkor’s Pragmatic Chaos”
(10% improvement over CineMatch RMSE) [7].

Evaluation protocols (splitting, candidate selection, metrics) are not easy to
get right sometimes. The use of a random seed ensures that the comparison
is done on the same “random” split. It can help in aspects such as debugging.
We reuse methods/techniques to ensure comparability (more configurations kept
fixed thus, less risk of accidental differences)[5]. For this experiment a random
seed of 42 was used and GitHub3 was used as a version control system (scripts
and configurations).

3.5 Hyper-parameter Tuning

Similarly to other machine learning techniques, the optimal selection of hyper-
parameters are very important for matrix factorization. Hyper-parameters for
matrix factorization models are latent factors (K), the learning rate (α), a con-
stant whose value determines the rate of approaching the minimum during pa-
rameter search, and regularization (β), to constrain the model from overfitting.

3 https://github.com/CDNResearchProject/Cache_Optimization/blob/main/

Notebooks/Rating_Predict_LiveTV.ipynb

https://github.com/CDNResearchProject/Cache_Optimization/blob/main/Notebooks/Rating_Predict_LiveTV.ipynb
https://github.com/CDNResearchProject/Cache_Optimization/blob/main/Notebooks/Rating_Predict_LiveTV.ipynb
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The number of latent features (K) is often lower than the number of users and
items. The optimal hyper-parameters were found through a grid search. The
grid search method attempts all possible combinations of the provided range of
hyper-parameter values [2].

4 Results

4.1 Live-TV Content Analysis

In the initial set of experiments, explicit feedback representation of the data was
engineered for the interactions by using request frequencies for CDN content as
described in Section 3.2, with Table 2 providing a snapshot of the dataset. The
dataset utilized initially pertained to liveTV content.

For this experiment, 5,261,828 cache log lines were used. As described in Sec-
tion 3.2, the split of train set and test set was on a 70% to 30% ratio respectively.
The actual number of records is shown in Table 3.

LiveTV Datasets #Attributes #Records

Train 4 3,683,280

Test 4 1,578,548
Table 3. Live TV datasets train-test-split

A custom Matrix Factorization class was written to perform matrix factor-
ization. The main MyMediaLite library (’MyMediaLite.dll’) was imported and
used in Python.

Table 4 presents the comparison of RMSE of custom implemented matrix
factorization and MyMediaLite matrix factorization during preliminary experi-
ments. The results are visualized in the Figure 1 as well.

No Method RMSE

1 Custom matrix factorization class 0.1981194

2 MyMediaLite matrix factorization 0.1048596
Table 4. RMSE measures for initial experiments on LiveTV content

4.2 Live-TV and VoD Analysis

We performed further experiments with both LiveTV (described in Section 4.1)
and video on demand (VoD) content following the same design for initial set of
experiments. 3,984,430 cache log lines for VoD were used. After grouping uid
with VoD content Ids there were 206,334 rows. This consisted of unique 187,302
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Fig. 1. RMSE measures for basic implemented matrix factorization and MyMediaLite
matrix factorization on LiveTV content

user ids unique 3940 unique VoD ids. Table 5 shows the actual number of records
after the random split

VoD Datasets #Attributes #Records

Train 4 144,433

Test 4 61,901
Table 5. VoD datasets train-test-split

Results for biased matrix factorization experiments with LiveTV and VoD
datasets are provided in Table 6 and corresponding visualization on Figure 2

No Method RMSE

1 Biased MF (LiveTV) 0.1628978

2 Biased MF (VoD) 0.1734011
Table 6. RMSE measures for further experiments on LiveTV and VoD content

We used a custom grid search code compatible with our matrix factorization
implementation to perform brute-force search for the best hyper-parameters.
MyMediaLite platform contains its own class for grid search which aided in
locating the best hyper-parameters. For referencing, the best hyper-parameters
that were found in the cross-validation for Experiment 1 are shown in Table 7
and in Experiment 2 in Table 8.

In results of Experiment 1 for Live-TV content analysis, the RMSE measure
using algorithm in MyMediaLite is better than our custom implementation of
the basic matrix factorization algorithm as shown in Table 5 and Figure 1. In
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Fig. 2. RMSE measures of biased matrix factorization on LiveTV and VoD content

No Method Hyper-parameters

1 Custom class matrix factorization K = 46, α = 0.3, β = 0.02, iter = 100

2 MyMediaLite matrix factorization K = 51, α = 0.3, β = 0.01, iter = 100
Table 7. Hyper-parameters for LiveTV preliminary experiments

No Method Hyper-parameters

1 Biased MF on LiveTV K = 52, α = 0.07, β = 0.05, iter = 100

2 Biased MF on VoD K = 60, α = 0.07, β = 0.06, iter = 100
Table 8. Hyper-parameters for LiveTV and VoD content: MyMediaLite platform

Experiment 2 for Live-TV and VoD content analysis, with the biased matrix fac-
torization algorithm of MyMediaLite platform, RMSE measures are comparable
in the case of LiveTV and VoD datasets, as shown in Table 6 and visualized
in Figure 2. These RMSE scores imply good precision in predicting rating for
cache content, thus cost reduction potential in real-life content delivery scenar-
ios. With these matrix factorization models, CDN operators will be equipped
with the enhanced capability to predict which live-TV and VoD contents are
popular based on ratings (interaction values) and thus to be cached.

5 Conclusion

The goal of this research was to show that recommender engines, and matrix
factorization in specific, can be utilized in the context of predicting popular
content and potentially optimizing cache admission/eviction in a content delivery
network setting. We extracted user and content identifiers from CDN logs and
generated ratings based on the frequency of requests targeting specific resources
(e.g., live TV channels or video on demand content). We used that data to
create a matrix factorization model. We showed that a low root mean square
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error value can be achieved on real-life CDN log data. Future prospects for this
work are to leverage CDN logs to further preprocessing, and engineering the
ratings in specific, and develop models for item prediction from positive-only
implicit feedback which we believe would complement the results presented in
this paper.
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11. Thai-Nghe, N., Drumond, L., Horváth, T., Nanopoulos, A., Schmidt-Thieme, L.:
Matrix and tensor factorization for predicting student performance. In CSEDU 1,
69–78 (2011)

12. Yu, W., Liang, F., He, X., Hatcher, W., Lu, C., Lin, J., Yang, X.: A survey on the
edge computing for the internet of things. IEEE access 6, 6900–6919 (2017)

13. Zolfaghari, B., Srivastava, G., Roy, S., Nemati, H.R., Afghah, F., Koshiba, T.,
Razi, A., Bibak, K., Mitra, P., Rai, B.K.: Content delivery networks: state of the
art, trends, and future roadmap. ACM Computing Surveys (CSUR) 53(2), 1–34
(2020)

https://www.cisco.com/c/en/us/solutions/collateral/executive-perspectives/annual-internet-report/white-paper-c11-741490.html
https://www.cisco.com/c/en/us/solutions/collateral/executive-perspectives/annual-internet-report/white-paper-c11-741490.html
https://www.cisco.com/c/en/us/solutions/collateral/executive-perspectives/annual-internet-report/white-paper-c11-741490.html


Data mining in public health: organizational, ethical, and 
economic concerns 

Marek Navrátil 

Masaryk University, Faculty of Economics and Administration, Lipová 41a, 602 00 Brno, 
Czech Republic 

Abstract. Data mining (DM) techniques are already showing promise in improv-
ing public health across the globe. Before they become more widespread, atten-
tion must be paid to the context in which they will operate. This paper scrutinized 
the relevant literature about the usage of DM and machine learning (ML), con-
cluding that the research has so far failed to encompass the key moral, practical, 
and fiscal concerns. Using multidisciplinary theoretical concepts, these key rec-
ommendations were formulated: Strengthened protection of patients’ data must 
be ensured. The machine-based utilitarian view is best married to the human, 
deontological approach to form a hybrid model of decision-making. Incomplete 
public-health data might be a sign of low maturity of current health systems in 
developed countries.With the aid of public-policy principles, data mining needs 
to be properly grounded in official national and international institutional struc-
tures. Standard tools of assessing medical innovations, such as Health Technol-
ogy Assessment (HTA), might require some flexibility to achieve a successful 
economic analysis. Cost-effectiveness calculations are expected to be most con-
vincing in cases with substantial utility, as costs will tend to remain stable. Future 
research could apply the above principles to specific use cases, public health do-
mains, or countries. 

Keywords: public health, health economics, data mining, machine learning, 
ethics, public administration, public policy, health technology assessment, pub-
lic economics, artificial intelligence. 

1 Introduction 

The complexity of the public health arena lends itself to applications of advanced 
computational techniques. Efforts have been made to explore the potential of machine 
learning (ML) and data mining (DM) to achieve better results in various sub-domains 
of medical care for citizens. The current “golden age” of digital tools used by billions 
of people around the world makes such applications more promising, now that social 
media and cell phone data allow for analysis of patient behavioral patterns, epidemio-
logical trends, or effectiveness of various treatments. Before these methods are de-
ployed in a more wide-spread fashion, it is most prudent to explore the various concerns 
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that may arise around their implementation. Unless specified otherwise, the analysis 
focuses on developed, OECD1 countries. 

The goal of this paper is to outline the context of applications of data mining and 
machine learning for public health in terms of underlying ethical considerations, prac-
tical institutional constraints, and quantifiable economic metrics. The issues are demon-
strated based on specific use cases, which have been explored in a variety of settings 
and from many academic angles. A broader analysis from a public policy/public ad-
ministration/health economics perspective still lacks in the literature, yet it can serve as 
a unique glimpse for researchers in applied data mining, decision-makers in health care, 
and clinical practitioners.  

The technological opportunities are many, and so are the associated concerns. This 
paper shall thus serve not as an exhaustive list, but rather as a starting point to under-
stand the ways in which the former can be successfully leveraged by addressing the 
latter.  

2 Methodology 

The first goal was to analyze the existing research in this area, using the Scopus and 
Google Scholar databases. The search was narrowed down to studies focusing on con-
crete applications of DM and ML techniques in public health to understand the breadth 
of existing applications. The selected use cases reflected: 

• their prevalence in the available literature,
• their interesting features in terms of ethics, organization, and economics.

Another, more narrow set of papers that was collected studied the broader public-
facing aspects and implementation principles of these novel approaches. The content 
of the texts was confronted with theoretical concepts from public policy, health eco-
nomics, and applied ethics. The combination of theory and practice was meant to serve 
as a basis for an applied model for technological adoption. 

3 How to make it right? (Ethical lens) 

Once researchers start pondering the ways in which DM could enrich the area of 
public health, they find themselves confronted with a set of moral questions. These are 
dependent on deeply ingrained values about the rights of citizens, responsibilities of the 
state, and optimal allocations of resources. The first ethical question this chapter shall 
tackle has to do with the actual kinds of data that the technologies will utilize, before 
considering wider society-wide implications. 

1 Organization for Economic Cooperation and Development. 
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3.1 Individual protections 

Data about health is about as sensitive as data gets. On an individual level, precau-
tions need to be in place to prevent breaches that could harm the personal integrity of 
patients. Such ethical discussions were held during the AIDS epidemic in the 1980s [1], 
motivated by the risk of revealing the identity of already vulnerable people. Now that 
more and more data is stored in electronic records, the possibility for an IT hack or 
internal disclosures seems far more dangerous than in the past. Therefore, investments 
into cybersecurity and encryption must be made to safeguard this most precious kind 
of information; the exploration of blockchain-based technologies might be another pos-
sible avenue [2]. The control of the individual over his/her health records is paramount 
also because the power of the state can be used for good as well as for ill – minimizing 
the potential for violations of human rights in the hands of, e.g., authoritarian actors is, 
therefore, prudent. 

A new promising area of DM applications is digital phenotyping for mental health, 
which analyzes patterns from the usage of wearable devices and smartphones to esti-
mate various mental states and aid in the prevention of mental health problems [3]. A 
recent paper by Stanghellini and Leoni [4] explores the ethical terrain, arguing that 
these technologies cannot give causal accounts for one’s health and cautioning about 
possible breaches. They propose another potential unintended consequence of this in-
novation: “Big data may produce a kind of cyber-hypochondria, that is the fear of being 
or getting sick based on an obsessive monitoring of one's own digitized bodily functions 
rather than on one's feelings of well-being or ill-being—another example of de-corpo-
realization.” These factors should be carefully considered when designing these phe-
notyping techniques. 

3.2 Limits of collective actions 

Looking at the broad implications of rolling out ML and DM technologies on a so-
ciety-wide level, it is natural to highlight epidemiology and the allocation of resources. 
The first area has been highlighted by the COVID-19 pandemic, where DM was helpful 
in predicting incidence in various regions [5]. Even before the latest outbreak, similar 
techniques were deployed, inter alia, in air pollution epidemiology [6]. Understanding 
the patterns underlying various public health areas lends itself to data-driven budgeting 
for preventive and reactive health policies alike. The scarcity of available resources in 
healthcare is a classic ethical conundrum, yet the reactive (and often somewhat reac-
tionary) approaches to medical decision-making still play a key role in many countries. 
The tide, however, seems to be shifting in the right – preventative – direction, at least 
in terms of overall trends in the Western world [7]. Given the complex ecosystem of 
health services with a web of interests, stakeholders, and differential approaches in var-
ious fields, the data will be maximally beneficial if used in a sort of “human-machine 
interface”, whereby the algorithms provide the basis on which the decision-makers will 
choose the best tactics and strategies. 
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The relationship between the patient-centered and society-centered views of health 
care can be viewed through the lens of two opposing principles: deontological and util-
itarian. The first view establishes a set of principles which must not be violated to ad-
here to some fundamental societal values. The example in the medical field is the need 
to provide some basic standard of care to every citizen, regardless of their own sense 
of responsibility over their health. The second view considers the system as a whole 
and aims to give preference to those solutions which maximize the overall benefit to 
society. The medical example here would be the decision to purchase equipment bene-
fitting a small number of people in lieu of a larger group, if the combined benefit-cost-
ratio is more advantageous [8]. The current philosophy in the medical sphere seems to 
favor the deontological approach [9], which is an interesting fact to consider consider-
ing possible DM and ML applications; while the data analysis might point to a clear 
utilitarian calculus, the final decision might have to be altered to be in line with political 
value-judgments, thus creating a sort of “hybrid” view of public health care. When ar-
tificial intelligence (AI) is added to the picture, additional corrections for potential bias 
will need to be made [10]. In short, the efficiency of machines should, especially in the 
short term, be married to the wisdom of humans in the medical realm. 

4 How to make it work? (Organizational lens) 

Once the ethical hurdles are cleared, a multitude of practical questions will arise. 
Public health is inherently, definitionally linked to the public sector. Unlike the private 
sphere with its profit motives, public administration is prone to inefficiencies and ex-
cess bureaucracy. The imperative to serve the public interest as opposed to maximizing 
revenue also implies several meaningful differences at the intersection between ethics 
and organization. This chapter shall focus on the practical system readiness as the min-
ing tools wait at the footstep to be formally introduced as a public health tool. 

4.1 Not quite ready yet 

As noted above, ML and DM applications can help alleviate some of the existing 
problems, but the adoption phase is very likely to be hampered by them. The readiness 
of individual countries to adopt the new technologies might be evaluated using various 
maturity models, such as those introduced by Tarhan et al. [11] or Jukić et al. [12]. The 
latter’s contribution can also be used in the possibility to adopt co-creation principles, 
involving multiple parties from within the public and private sectors to bring about 
changes in public organizations. 

A key issue that will need to be addressed is the availability and interoperability of 
medical records. Due to the complex health governance encompassing individual phy-
sicians, hospitals, government agencies, and international bodies, data is often frag-
mented and lacks a unified, standardized format [10]. Running algorithms based on 
incomplete information runs the risk of exacerbating possible errors in decision-mak-
ing. It follows that effective organization of existing data and clear guidelines for new 
sources are among the key success factors in the DM adoption process [13]. This is 
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especially true in areas involving truly vast datasets, such as cell phone-enabled diabe-
tes patient reports [14] or genome records [13].  

4.2 Public policy and legal structures 

Formally grounding DM in the legislative frameworks of the adopting countries has 
the potential of achieving its full potential. This way, democratic legitimacy will be 
ensured, and implementation rules will be enforceable. Any attempts to bring about the 
necessary changes in the legal system will be constrained by the specifics of the politi-
cal system with its actors and their views and interests [16]. The “multiple streams 
framework” demonstrates the need to align multiple political processes to open a “win-
dow of opportunity”, allowing for a policy change to take place [17]. In this case, the 
adoption effort needs to address an existing problem (suboptimal health outcomes and 
resource allocation), propose a specific solution (building on existing use cases of 
DM/ML in various public health domains), and engage the key stakeholders (health 
care professionals as well as politicians on the national level). Technical excellence can 
only come to fruition when combined with practical political prowess.   

Establishing a body tasked with creating standards and conducting oversight can 
significantly boost the implementation effort. Existing data-focused government agen-
cies can be expanded in this regard to utilize existing expertise. Given the global nature 
of certain health phenomena (including pandemics), an international unit under the pat-
ronage of WHO would ideally provide guidelines for all countries, which in turn need 
to enforce these on the regional and local levels. The WHO has already taken steps 
towards this end, giving a hopeful sign [18].  

5 How to make it cost-effective? (Economic lens) 

The question that looms over every decision-maker in health care is that of resources. 
Data mining is only one of many possible health technologies seeking investment; as-
sessing costs in conjunction with expected utility lies at the core of modern health sys-
tem management. Coming back to the idea of multiple streams (see section 4.2.), the 
consideration of DM’s value-for-money in its various applications will be key to open-
ing the opportunity window. This chapter introduces a possible tweaking of the cur-
rently used methods and lists some principles for future analyses. 

5.1 Standard tools and non-standard interventions 

The practice of Health Technology Assessment (HTA) has become the state-of-the 
art tool for evaluating the economic aspects of medical procedures, therapeutics, and 
devices. However, due to the far-reaching implications of the new tools such as AI and 
DM, the common HTA approaches might fail to capture the full spectrum of costs and 
benefits. Several papers such as that by Alami et al. [19] provide a possible framework 
for how the assessment could be performed in the case of AI. Their paper also lays out 
the necessary investments such as performance/data quality tests, infrastructure 
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upgrades, and human expertise. To make matters more complex, each specific applica-
tion of DM in different areas of public health will require a separate analysis to deepen 
the understanding of each case and to be able to prioritize between different implemen-
tation projects. As for the input data, trials may need to be run to assess the differential 
effects of the intervention as opposed to the control groups, aiming to prove that the 
quantifiable benefits outweigh the costs. 

The existing use cases of DM for public health, ranging from breast cancer preven-
tion, mental well-being, viral spread management, to Alzheimer’s disease detection, fit 
very well into the above-mentioned trends of moving into prevention-based interven-
tions. While the investments in the necessary technical infrastructure might be substan-
tial, the long-term impacts are likely to outweigh them (see section 5.2.). For any future 
HTAs, a societal perspective should be striven for to capture as many effects as possi-
ble, although it might not apply to every conceivable case [20]. The instances where a 
narrower approach (such as payer’s perspective) is applied should always be well-ar-
gued. In general, a more flexible approach to the design of the assessments might be 
warranted. The agencies responsible for the management of data tools in health need to 
provide the necessary support by allocating qualified personnel and providing the nec-
essary data inputs using government sources. 

5.2 Costs and utility 

The benefits stemming from the application of mining methods (in HTA terms 
known as “utility” [21]) will diverge greatly as they are applied to different medical 
problems. In some cases, the impact might be marginal (e.g., a time-saving automated 
data analysis); in others, they might be transformational (e.g., targeted prevention of 
Alzheimer’s disease). The total utility is calculated by the unit impact typically meas-
ured by quality-adjusted life years (QALY) multiplied with the number of people af-
fected. Aiming at high-quality or high-quantity interventions can serve as a prioritiza-
tion principle for future projects. On the other hand, the implementation costs (listed in 
chapter 5.1) can be expected to be relatively stable across the interventions; they must 
nonetheless be carefully analyzed within the HTA. It would be beneficial to consider 
some approaches from cost-benefit analyses, such as “hassle costs” or enforcement 
costs [22]. 

Economic analyses must not fail to consider the “softer”, second-order impacts of 
the DM applications for public health. When a new procedure is adopted to track the 
prevalence of a disease, the analyst’s view needs to encompass the potential ramifica-
tions described in the previous sections of the paper. Monetizing ethical and practical 
risks is never easy and always dependent on several assumptions; nonetheless, conduct-
ing a careful sensitivity analysis and consulting experts from multiple fields are among 
the tools available for minimizing errors in the calculations [20]. 
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6 Conclusion 

The potential of data mining and machine learning techniques to transform the nature 
of public health is vast. The available literature describes dozens of specific use cases 
and analyzes past, present, and future challenges. DM and ML implementation was 
scrutinized by many authors from various countries, yet usually through a narrow lens. 
This paper connected three aspects key to opening the path for wider adoption, encom-
passing diverse health systems in terms of underlying values, organization of power, or 
payment mechanisms. As such, it provides a basis for a model which can be used to 
guide the adoption of these innovations in the future. 

In the area of ethical considerations, a focus was placed on the need to safeguard the 
data of patients, as well as the need to understand the inherent limitations in the ability 
to interpret causal patterns from DM analyses. Phenotyping techniques for mental 
health were used as an example of possible unintended consequences such as “cyber-
hypochondria”. Two large-scale philosophical approaches to health services provision 
– deontological and utilitarian – were introduced, concluding that a DM/ML-enabled
future might need to marry both approaches, thus creating a hybrid model.

The organizational analysis pointed to the inadequacies in the current system in 
terms of availability and interoperability of data and listed possible evaluation tech-
niques to assess the level of readiness. A theoretical consideration of public-policy 
models was introduced to understand the conditions for successful implementation, es-
pecially regarding the need to involve the key stakeholders and respond to existing so-
cial issues. The value of integrating the DM techniques in national legal frameworks 
and global structures was emphasized. 

Within the economic section, the cost-effectiveness of the DM/ML innovations was 
considered. The standard HTA approach was considered as a possible strategy for as-
sessing the value-for-money of the technologies, with possible modifications and extra 
considerations having to be made to capture the large-scale impacts they might have. 
A basic list of key anticipated costs and utilities of the interventions was compiled – a 
foundation upon which to build future health economic analyses. 

Future research into the area could demonstrate the concepts thus introduced on case 
studies of a few countries representing different traditions of health care and different 
political systems. The organizational model could be further elaborated on to provide a 
concrete checklist or a way of quantifying the maturity of specific countries. Stand-
alone cost-effectiveness studies could follow to assess the economic side of promising 
projects. The implementation of data-based tools for public health raises multiple con-
cerns, but mainly offers great promise for individual patients as well as whole systems 
of care. 
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Abstract. Dental radiography (X-ray) is a standard method for detecting dental car-
ies.  Because common dental X-ray can only provide limited 2D projected images in the 
buccal-lingual direction, it is sometimes difficult for dentists to detect accurately the cari-
ous regions within a tooth and determine their dimensions in the buccal-lingual 
plane.   Although cone-beam computed tomography (CBCT) is commonly used in the 
medical field today, and it can create 3D images, it is still not practical for single-tooth 
diagnosis due to its high cost, high radiation dose and low resolution.  Therefore, it is of 
great interest to be able to generate simulated high-resolution CT images from a single 2D 
dental X-ray image, which will allow dentists to go beyond 2D X-ray images and visual-
ize in 3D, the extension of caries or other internal defects in patients’ teeth.  In this paper, 
we demonstrate a computational model for CT 3D volumetric reconstruction of a molar 
from a single X-ray image using deep learning methodologies. Specifically, our deep 
learning model is a Convolutional Neural Network (CNN) based encoder-decoder frame-
work, where the encoder converts higher dimensional information embedded in 2D pro-
jections into feature mappings.  The decoder then converts the features into 3D entities 
and the output of the model is in the form of 3D volume data.  The training data is a set of 
coupled data pairs, with each pair consisting of a CT volumetric image and its matching 
X-ray image.  After training, the model can generate a 3D array of intensity values repre-
senting a 3D CT volumetric image using a single or multiple 2D X-ray images as in-
put.  Preliminary experimental results show that our approach can effectively achieve 3D
reconstruction of tooth geometry and internal structure with desirable accuracy from a
single X-ray image. However, more training data of higher quality are necessary to im-
prove the accuracy of the predictions. 

Keywords: Dental Radiographic Image Analysis, Carious Region Detection, 
Convolutional Neural Network (CNN) based Encoder-Decoder Framework 

1 Introduction 

Dental radiography (X-ray) is a standard method for detecting dental caries.  Because 
common dental X-ray can only provide limited 2D projected images in the buccal-
lingual direction, it is sometimes difficult for dentists to detect accurately the carious 
regions within a tooth and determine their dimensions in the buccal-lingual plane. 
Although cone-beam computed tomography (CBCT) is commonly used in the medi-
cal field today, and it can create 3D images, it is still not practical for single-tooth 



diagnosis due to its high cost, high radiation dose and low resolution.  Therefore, it is 
of great interest to be able to generate simulated high-resolution CT images from a 
single 2D dental X-ray image, which will allow dentists to go beyond 2D X-ray imag-
es and visualize in 3D, the extension of caries or other internal defects in patients’ 
teeth.   

Traditional methods for CT 3D reconstruction from a single 2D projection are sta-
tistical shape analysis [1] based.  Lamecker et al. [2] and Novosad et al. [3] both used 
statistical shape analysis techniques to reconstruct CT images using very few X-ray 
projections.  They developed algorithms to assess differences between projections of 
the X-ray images and the shape of the 3D volume to predict desired 3D output.  The 
limitation for statistical shape analysis-based methods is that they require prior 
knowledge of the 3D shapes and silhouettes of the object, and it is very sensitive to 
variations in the input data.  Conceivably, 3D reconstruction using deep learning 
techniques can overcome these limitations if enough data variation is included in the 
training dataset. 

Applying Deep Learning [4] to CT volumetric image reconstruction with ultra-
sparse 2D X-ray images is a relatively new field in medical imaging and computer 
modeling research.  Because an X-ray projection is not a purely 2D cross-sectional 
image, as higher dimensional information is encoded into the image during the projec-
tion process, it is feasible to decode anatomical information in the projection direction 
to achieve volumetric reconstruction from a single X-ray image.   

Researchers have demonstrated promising 3D reconstruction results using various 
deep learning models.  Ying et al. [5] presented a solution to reconstruct the 3D vol-
ume from 2 X-rays of human chest images.  Their unique approach was that for each 
input data, a separate encoder was used instead of stacking input together as one, 
which is the mainstream way of dealing with multiple inputs.  The 3D reconstruction 
result was very accurate, but a separate encoder was needed for every input.  As an 
effect, the learning model was huge, and it required large computing resources for 
training.  Henzler et al. [6] introduced a CNN-based encoder-decoder framework [7] 
that used skip connection and residual learning [8].  They used cranial 2D X-rays and 
3D CT of various mammalian species as training data.  Only one projection was 
needed for the network to perform 3D reconstruction with promising results.  Song et 
al. [9] proposed a framework to reconstruct the 3D oral cavity from a single panoram-
ic X-ray (PX) image and prior information of the dental arch.  Specifically, they first 
trained an encoder-decoder based generative model to learn the cross-dimension 
transformation from 2D to 3D.  Then they restored the shape of the oral cavity with a 
deformation module with the dental arch curve, which could be obtained simply by 
taking a photo of the patient’s mouth.  Their proposed technique could restore both 
the density of bony tissues and the curved mandible surface with the peak signal-to-
noise ratio (PSNR) reaching 19 dB. 

One common feature among all the work published is that all deep learning models 
are encoder-decoder network based, where the encoder converts higher dimensional 
data embedded in 2D projections into feature mappings, the decoder then converts the 
features into 3D entities, and the output of the model is in the form of CT volumes. 
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2 Methodology 

Our prototype was largely based on the approach suggested by Shen et al. [10].  With 
the highest reconstruction peak signal-to-noise ratio (PSNR > 30 dB) using a single 
X-ray image as the input, their work demonstrated the best reconstruction result
among all previous work we have examined.  We implemented the deep learning
network architecture introduced in this paper and trained the network using our molar
dataset which consisted of X-ray image/volumetric data pairs. The X-ray images were
input of the deep learning network and 3D prediction output from the network were
compared with corresponding volumetric data for the training validation process.

• Training Data Preparation

The training data set consisted of a set of volumetric data and matching X-ray image 
pairs. 

Our in-house micro-CT scanner was used for collecting volumetric training data. 
DICOM was the native CT data format, with each scan file having gigabytes in size, 
which was too large to process for computer systems accessible to us.  We thus used 
the CT-analyzer software to resize the micro-CT scan files to smaller sizes.  For our 
prototyping purpose, the scan files were converted to double precision 128x128x128 
raw volumetric images.   

The CT data acquisition process was time-consuming; a high-resolution scan could 
take 45 minutes or more to complete.  With limited funding and time, we opted for 
low-resolution scans so that each scan took about 5 minutes to complete.  The low-
resolution data was very noisy [Fig.1 a], although applying software filters could 
remove the noisiness from the data. But this would also introduce uncertainty to mate-
rial edges [Fig.1 b].  Instead, for this feasibility study, we chose to binarize the data 
with two levels of grey scale intensities to represent the two dental hard tissues, name-
ly enamel and dentin.  The background and hollow parts of a tooth would have inten-
sity level of 0 [Fig.1 c]. 

Fig. 1. Raw CT image (a), filtered image (b) and binarized image (c) 

Since we only had volumetric data at hand, we also used the CT-analyzer software 
to generate simulated X-ray images from original DICOM files. The resulting simu-
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lated X-ray images proportionally matched their corresponding volumetric data di-
mensions.  

Currently we have 200 usable volumetric/X-ray image pairs. 

• CNN Based Encoder-Decoder Framework

Our prototype deep learning network was implemented based on the model pre-
sented by Shen et al. [10], which is publicly available on GitHub.  We created our 
own data manipulation functions to fit our dataset to the model format.  The model 
was a CNN based encoder-decoder framework. Its overall structure is shown in [fig. 
2]. Part 1 is the 2D input, which in our case is the simulated X-ray image described in 
the Training Data Preparation section; Part 2 is the representation network; Part 3 is 
the transformation network; Part 4 is the generation network; and finally, Part 5 is the 
3D volumetric image that represents the predicted 3D shape from the network. 

• Representation Network

The representation network is the encoder part of our deep learning network with
X-ray images as input.  It uses the 2D convolution residual block to assist the deep
learning model to learn semantic representations from 2D projections and to convert
the original X-ray image input to embedded feature maps.  Basic building blocks for
this network consist of 2D convolution layers and 2D batch normalization layers.  For
each step, the 2D convolution layer conducts 2D convolution operations which down-
samples the spatial size of the feature map.  In addition, to preserve high-dimensional
feature representation, the channel number of the feature maps is increased by dou-
bling the number of convolutional filters.  A batch normalization layer then follows
before feeding feature maps through the rectified linear unit (ReLU) activation layer.
Skip connections are implemented to enhance the learning of the feature map at each
layer as the skip connection combines the current layer with the feature map learned
from the previous layer.  The output of the representation network is the feature repre-
sentation with a size of 4096×4×4 extracted from 2D projections; it will be used as
the input source to the transformation network.

• Transformation Network

The transformation network is implemented to connect the representation network
with the generation network, which bridges between 2D and 3D feature spaces.  This 
network has three components: 2D feature maps learning, 2D to 3D transformation, 
and 3D feature cubes learning. 

First, as shown in Fig. 2, for feature maps learning, convolution operations with a 
kernel size of 1×1 and ReLU activations are applied across all 2D feature maps in this 
2D convolution layer.  Next, embedded representations are reshaped from 4096×4×4 
to 2048×2×4×4.  In this step, 2D feature maps from previous layer are transformed 
into 3D feature cubes for subsequent 3D volume generation.  Finally, for 3D feature 
map learning, deconvolution operations with a kernel size of 1×1×1 and sliding stride 
of 1×1×1 are applied across all 3D feature cubes in this layer to learn 3D representa-
tions of the feature map transferred from the previous layer. 
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Fig. 2. CNN Based Encoder-Decoder Deep Learning Network 

• Generation Network

The generation network is the decoder part of our deep learning network.  It uses
3D residual deconvolution blocks to convert 3D feature cubes from the transformation 
network to predicted 3D volumetric images.  Basic building blocks for this network 
consist of 3D deconvolution layers and 3D batch normalization layers.  For each step, 
the 3D deconvolution layer up-samples the spatial size of the feature map.  In addi-
tion, to transform from a high-dimensional feature domain to a 3D-image domain, the 
number of feature maps is decreased by halving the number of deconvolutional filters. 
A 3D batch normalization layer then follows each deconvolution layer before feeding 
3D feature maps through the next ReLU activation layer.  Finally, the generation net-
work outputs the predicted 3D images fitting the shape of the reconstructed volumet-
ric images. 

• Loss Function

Mean squared error (MSE) is used to measure the accuracy of predicted recon-
struction results since the 3D reconstruction using deep learning is a regression pro-
cess.  The goal of deep learning networks is to minimize the loss function.  In theory, 
if the prediction is 100% correct, the loss function will have a value of 0.  To measure 
the performance of our deep learning network, we measure the differences between 
the predicted 3D image and the ground truth using MSE.  Here, the ground truth is the 
volumetric data of the volumetric data/X-ray image pair in the training data set dis-
cussed in the Training Data Preparation section, and MSE computes the difference 
between the prediction and the ground truth for every voxel. If the predicted 3D im-
age matches the ground truth 100%, the value of MSE will be 0.   
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Since it is impossible to reach the perfect match of 100%, Structural Similarity In-
dex Measure (SSIM) [11] is also used to measure the prediction quality.  Unlike 
MSE, the SSIM models image distortion is a combination of three factors which are 
loss of orrelation, luminance distortion, and contrast distortion.  A 100% match will 
produce a SSIM value of 1.  In our application, a low MSE value combined with a 
high SSIM value indicates a good prediction result. 

3 Experiments and Results 

We trained the model by feeding a stacked sequence of 2D X-ray projections into the 
encoder-decoder network iteratively.  The output of each iteration was a predicted 
volumetric image, which was then used to compare with the corresponding ground-
truth volumetric image.  The loss function between the prediction and the ground 
truth was the mean squared error (MSE).  A training epoch was one complete iteration 
through the training dataset.  At the end of each training epoch, the model was evalu-
ated against the validation dataset which was in the same format as the training da-
taset. 

The model was optimized by iterative stochastic gradient descent, each iteration 
step was defined as the learning rate, and it was scheduled to decay according to the 
validation loss in our experiments.  An initial learning rate of 2e-5, it would be re-
duced by a factor 2 if the validation loss remained unchanged for a pre-determined 
number of epochs.  A processing batch containing a group of samples enabled parallel 
processing using multiple graphics processing units (GPUs); a mini-batch size of 2 
were used due to GPU memory limitations.  Finally, the best performance network 
with the smallest validation loss was automatically saved as a training checkpoint and 
as the final model when an experiment was completed.   

Our model could ingest multiple projections per CT volumetric image as inputs. 
The results presented in this paper are from experiments using a single X-ray projec-
tion per CT volumetric image as the training input.   

Our network was implemented using the PyTorch [12] library with the Adam op-
timizer [13] and deployed on two Nvidia RTX5000 GPUs.  A complete experiment 
would run a duration of 10~30 hours depending on the size of a training data set.  The 
typical inference time for a 3D reconstruction from one X-ray image sample was 
around 0.75 seconds.  

We ran experiments with various training database sizes using the same network 
architecture and training strategy. Table 1 shows results of two of our experiments. 
Experiment 2 had double the training datasets size of experiment 1, and the model’s 
performance improved slightly because of additional training data available for learn-
ing.  In Fig. 3, the loss curves of the two experiments indicate that the training process 
was converging.  Fig. 4 shows the 3D reconstruction results from data not included in 
the training datasets; the same third molar was used for both experiments for the eval-
uation process.  The dimensions of the resulting 3D volumetric image were 
128x128x128. Fig. 4 shows cross-sections 20, 40, 50, 60, 70, 80, and 100 of recon-
struction results and the ground truth data.  Experiment 2 produced slightly better 
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results (mse: 0.0405, psnr: 13.9263, ssim: 0.6601) compared to experiment 1 (mse: 
0.0545, psnr: 12.6397, ssim: 0.5781). 

Table 1. Experiment Parameters and Results 

Exp 
Number 

Training 
Samples 

Validation 
Samples 

Projections 
per Sam-
ple Iterations 

Training 
Loss 

Validation 
Loss 

1 66 24 1 10000 0.01703 0.05213 
2 138 47 1 10000 0.0151 0.07095 

4 Conclusion 

With only 200 samples, we were not able to reconstruct 3D CT images from a single 
X-ray projection accurately.  Nonetheless, this study demonstrated the feasibility of
using deep learning methodologies to reconstruct CT volumetric images with ultra-
sparse X-rays images as input, even though a large amount of high-quality training
data will be needed to achieve improved model performance.  As with all deep learn-
ing projects, the challenge is the labor-intensive and time-consuming nature of build-
ing large high quality training databases.

Also, the success of future study will be constrained by state-of-the-art computing 
resources.  The network architecture discussed in this paper is scalable, but with only 
16GB GPU memory available, we are limited to a 128x128x128 reconstruction size.  

In addition to building high-quality training datasets, we are also investigating 
techniques for using principal component analysis methods to reduce data complexi-
ties and integrating digitized occlusal surface data into the training process to improve 
3D reconstruction quality in the future. 
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Appendix 

Fig. 3. Training and Validation Loss Curves 
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Fig. 4. Example 3D Reconstruction Results of a Third Molar 
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Abstract. It is well known that mathematical morphology plays an important
role in image analysis as it enables locating and detecting shapes as well as noise
filtering. Our previous papers shows how many of the important properties in
mathematical morphology hold in a much more general setting of symbolic or
non-numeric sets. This includes the operations of dilation, erosion, opening and
closing. This paper extends the relation theory to the power relation theory.

Keywords: set operator · indexed relation · indexed power relation · power rela-
tion operator · union preserving relation operator · intersection preserving power
relation operator · expansive power relation operator · contractive power rela-
tion operator · increasing power relation operator · dual power relation operator·
power dilation operator · power erosion operator · power relation opening opera-
tor · power relation closing operator.

1 Introduction

Mathematical morphology plays an important role in image analysis as it enables locat-
ing and detecting shapes as well as noise filtering. Our papers ([1–3]) show how many
of the important properties in mathematical morphology hold in a much more general
setting of symbolic or non-numeric sets. Our generalization has to do with set operators.
This includes the set operator for dilation, erosion, opening and closing.

The state of the art of Mathematical Morphology theory is Complete Lattice oper-
ators. Such a framework was introduced by Serra and Matheron ([4, 5]) in the eight-
ies, with many contributions for the class of increasing operators. Since then, many
researchers have contributed extensions of this theory. In the 1990’s, Banon and Bar-
rera developed general lattice operator representations, general set mapping representa-
tions.([6, 7]).

The set operator work we did is a specialization of the work that has already been
published. Our work is easier to understand since our operators are defined on power
sets. All of what we do is restricted to finite sets, and because we work with finite sets
we do not need the concepts of infimum and supremum. Therefore, our definition and
proofs are easier to understand, and the proofs are more direct.

We have developed many new properties and theorems. Many of these properties
and theorems can be extend to the multidimensional data. In this paper, we apply our
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set operators to multidimensional data, extend the relation theory to the power relation
theory. We describe the power relation projection operators, and its inverse.

Multidimensional data is observed as sets of tuples. The observed data can be un-
derstood as a sampling of an underlying population of tuples with some of the sampled
tuples perturbed in some way. The sampling means that the set of tuples observed is
missing the tuples of the population that are not observed. That some of the observed
tuples are perturbed means that they may not, in fact, be in the underlying population
of tuples and that the information they carry is in essence wrong, just like a noisy value
is wrong. The process of inferring order to the real world consists of observing sets of
tuples, looking at the patterns in the tuples, and inferring organizing principles called
rules which the tuples obey. In physics, for example, the rules are the equations which
describe the constraint the underlying variables obey. Organizing principles are simple
descriptions of the relationships between and among variables which describe the ob-
served data (fit the data) and which allow predictions to be made about relationships
that may not have been apparent from the observed data.

We say that we understand the world described by the observed variables when we
have a simply described constraint which the observed tuples of the variables obey.
The understanding is embodied in the constraint. We can manipulate the constraint by
say fixing some variables of the tuples to a set of values and under these conditions
what values the other variables of the tuples have. When we are in a world where the
observed variables are symbolic, and the symbol values may not even be partially or-
dered, we cannot use the mathematics of numbers for the constraint. Rather we have to
use relational constraints. And because the principle of scientific inference is to use the
simplest description that fits the data, we have to have a set of concepts about relational
constraints of various degrees of simplicity. And this is what relational morphology is
about.

In section 2, we review the basic definitions and theorems of the different set oper-
ators. In section 3, we describe the basic definitions and properties of indexed relation.
In section 4, we describe the basic definitions and properties of our set operator on
power relation. In section 5, we describe the basic definitions and properties of pro-
jection operator on power projection operator. All these high-level theoretical concepts
have been completed. Due to the pages limit, we skip the detail proofs of the proprieties
and theorems.

2 Basic Definitions and Theorems of Set Operators

We do not review papers of mathematical morphology or its extensions to lattices.
See([4, 5, 8–29]). In section 1, we review some basic definitions of the different set
operators and theories we define in our previous papers.

Definition 1. – A universal set is a finite set that contains arbitrary non-numeric
elements. We designate whatever universal set we are working with by U.[26]

– The power set of U is the collection of all subsets of U, including the empty set, is
denoted by P(U).

– A set operator F is a function F : P(U)→ P(U).
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– The operator composition of a set operator F with another set operator G where
F : P(U) → P(U) and G : P(U) → P(U) will be denoted by G ⊙ F and it
means first apply F and then apply G. As appropriate, if we are composing one set
operator with another acting on a set A, we may write it as G(F (A)).

– A set operator F : P(U) → P(U) is said to be increasing if and only if A ⊆ B
implies F (A) ⊆ F (B). The operator F is said to be decreasing if and only if A ⊆ B
implies F (A) ⊇ F (B).[21]

– An operator F : P(U)→ P(U) is said to be expansive if and only if A ⊆ F (A). The
operator F : P(U)→ P(U) is said to be contractive if and only if F (A) ⊆ A.[21]

– Let F : P(U)→ P(U). F is called an union preserving operator if and only if

F (A ∪ B) = F (A) ∪ F (B)

– Let G : P(U)→ P(U). G is called an intersection preserving operator if and only
if

G(A ∩ B) = G(A) ∩ G(B)

– An operatorD : P(U)→ P(U) is called a set dilation operator on U if and only if
D is expansive: and union preserving.

– An operator E : P(U) → P(U) is called a set erosion operator on U if and only if
E is contractive and intersection preserving.

– An operator T : P(U) → P(U) is called a closing operator on U if and only if T
is

• Expansive: A ⊆ T (A)
• Increasing: A ⊆ B implies T (A) ⊆ T (B)
• Idempotent: T (T (A)) = T (A)

An operator Q : P(U) → P(U) is called an opening operator on U if and only if
Q is

• Contractive: Q(A) ⊆ A
• Increasing: A ⊆ B implies Q(A) ⊆ Q(B)
• Idempotent: Q(Q(A)) = Q(A)

[21][30][31]
– Let F : P(U) → P(U) be a union preserving operator. Then we define its inverse

by

F −1(A) =
⋃

{X | F (X)⊆A}

X

– Let G : P(U) → P(U) be an intersection preserving operator. Then we define its
inverse by

G−1(A) =
⋂

{X | G(X)⊇A}

X

– Let F : P(U)→ P(U). An operator G : P(U)→ P(U) is called the dual operator
to F if and only if G(A) = F (Ac)c.
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Table 1: Shows a summary of dual operators’ propositions

Operator F (A) Dual Operator G(A) = F (Ac)c

Expansive Contractive
Union preserving Intersection preserving

Set Dilation Set Erosion
closing opening

– Let F : P(U) → P(U) and G : P(U) → P(U). The operator F is called the left
adjoint to the operator G and G is called the right adjoint of the operator F if and
only if for every pair of subsets A, B ⊆ U,

F (A) ⊆ B if and only if A ⊆ G(B)

In mathematical morphology, dilation and erosion can define the closing and open-
ing. Similarly, for any set, the union preserving operator and the intersection operator
can construct the closing and opening. We define 8 theorems to construct the closing
and opening operators by using the set operators and the inverses we defined.

Theorem 1. Let F : P(U) → P(U) be a union preserving operator. Then F −1 ⊙ F is
a closing operator.

Theorem 2. Let G : P(U) → P(U) be an intersection operator. Then G−1 ⊙ G is an
opening operator.

Theorem 3. Let D : P(U) → P(U) be a set dilation operator. Then D−1 ⊙ D is a
closing operator.

Theorem 4. Let E : P(U) → P(U) be a set erosion operator. Then E−1 ⊙ E is an
opening operator.

Theorem 5. LetD : P(U)→ P(U). IfD is a set dilation operator, and its dual E(A) =
D(Ac)c is a set erosion operator. Then E−1 ⊙ E is an opening operator.

Theorem 6. Let E : P(U)→ P(U). If E is a set erosion operator, and its dualD(A) =
E(Ac)c is a set dilation operator. ThenD−1 ⊙D is a closing operator.

Theorem 7. Let F : P(U) → P(U) be a set dilation operator. Let G : P(U) → P(U)
be its dual, a set erosion operator. If F is the left adjoint to G, then G ⊙ F is a closing
operator.

Theorem 8. Let F : P(U) → P(U) be a set dilation operator. Let G : P(U) → P(U)
be its dual, which is a set erosion operator. If F is the left adjoint to G, then F ⊙ G is
an opening operator.
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We developed many set operators, including increasing operators, decreasing opera-
tors, expansive operators, contractive operators, union preserving operators, intersection
preserving operators, set dilation operators and set erosion operators, dual operators,
and adjoint operators.

The composition of the set erosion operator with its dual, the set dilation operator is
contractive, increasing and idempotent, it is called an opening operator. It is an operator
that has the property of producing open sets. With such an operator, we can take a set
that has paper shred garbage nearby or touching the set and operate on it to remove
the garbage. This happens for arbitrary sets just in the analogous way that the opening
operator of mathematical morphology produces that subset of the original set where
every point in the subset is an interior point.

The composition of the set dilation operator with its dual, the set erosion operator
is expansive, increasing and idempotent, is an operator called a closing operator. With
such an operator, we can take a set that has even many small holes and operate on it to
produce a set for which the holes are eliminated. This happens for arbitrary sets just in
the analogous way that the closing operator of real analysis produces a set that includes
the original set plus all its limit points.

Additionally, the original set dilation operator, has for its dual the set erosion oper-
ator, so it is the case that the closing operator has for its dual the opening operator. The
composition of a closing operator with an opening operator is idempotent. Similarly
the composition of an opening operator with a closing operator is idempotent. With
the above properties, there is enough structure in a set dilation operator and its dual,
to produce operator compositions that can fill holes and gaps in the observed data and
eliminate paper shred garbage, thereby changing the observed data set into one whose
pattern is closer to the pattern in the underlying population from which the observed
data set was sampled.

We can apply our set operators to multidimensional data using the relation theory,
the power relation theory and power relation projection operators, and its inverse.

3 Indexed Relation

We assume a standard form of observation. There are N variables X1, . . . XN and each
observation is an N-tuple (x1, . . . , xN) lying in the Cartesian product set L1 × L2 × · · · ×

LN =
�N

n=1 Ln. Thus are observation set is an N relation R ⊆
�N

n=1 Ln.
What we need is the ability to manipulate relations and operate on relations. Since

an N relation is a set, the set operations of union, intersection, and complementation are
usable. Now we extend this set of operations. Our first new concept is the (I, J) relation
join. In this definition, {I, J} is a cover of {1, . . . ,N} the index set of the variables. There
is no constraint about whether or not I∩ J = ∅. The idea is that the join constructs tuples
by taking part of the tuples in R and joining them to some of the tuples in S where the
tuples match on their common indexes. We can think of the construction operation by
starting with the components of a tuple in R, match the indexed components specified by
I∩ J to the corresponding components of a tuple of S , and then construct the remainder
of the tuple with the values of the components indexed by J− I∩ J of the matched tuple
from S .
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Let X1, . . . , XN be the N variables associated with a relation. Let Li be the set of
possible values variable Xi can take. We can define a data set or knowledge constraint
relation R.

Definition 2. (Relation) R is called a relation on range sets L1, . . . , LN if and only if

R ⊆
N�

i=1

Li

Where
�N

i=1 Li = L1 × L2 × · · · × LN is a Cartesian product.

We will be working with many relations associated with different and overlapping
variable sets and therefore over different domains. For this purpose we will carry an
index set along with each relation. The index set indexes the variables associated with
the relation. An index set is a totally ordered set.

Definition 3. (Index set) I = {i1, . . . , iN} is an index set if and only if i1 < i2 < · · · < iN .

Definition 4. The order of a relation R ⊆
�N

i=1 Li is N.

For a natural number N, we let [N] designate the set {1, . . . ,N}, and |A| designate
the number of elements in the set A. Next we will define the relation with respect to an
index set.

Definition 5. (Indexed Relation[32]) Let X1, . . . , XN be variables with respective range
sets L1, . . . , LN . For any I ⊂ [N], an indexed relation with respect to the range sets
{Ln}

N
n=1 is a pair (I,R) where

R ⊆
�

i∈I

Li

Here,
�

i∈I Li =
�N

i=1 Li

The Index Relation is an instance of a set operator, so we defined the index relation
as the relation operator.

Definition 6. (Indexed N-ary Relation) If I is an index set with |I| = N and R ⊆�
i∈I Li, then we say (I,R) is an indexed N-ary relation on the range sets indexed by I.

We also say that (I,R) has dimension N.

Definition 7. (Relation Composition) Let (I,R) be an indexed relation with respect to
{Li}i∈I . Let h = (hi)i∈I be a tuple of functions hi : Li → Mi. The relation composition of
(I,R) with h, with respect to {Mi}i∈I , the indexed relation (I, S ), where
S =

{(
s1, . . . , s|I|

)
∈ Xi∈I Mi | for some

(
r1, . . . , r|I|

)
∈ R, si = hi (ri) , i ∈ [I]

}
. We denote

this composition by writing (I,R) ◦ h = (I, S )
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4 Set Operator on Power Relation

Definition 8. (Power Relation) A set operator S : P(L) → P(L) maps a subset to a
subset. For relation R ⊆

�N
n=1 Ln, every element is a tuple from

�N
n=1 Ln.

A power relation � is defined by:

� ⊆

N�
n=1

P(Ln)

Since a relation is a subset of a Cartesian product set, we can say that the power
relation is a subset of Cartesian product of power sets. That is, the power relation is
defined on a set of tuples whose components are subsets.

The first component is a subset of L1, the second component is a subset of L2,. . . ,
the Nth component is a subset of LN . The power set relation operators consist of N set
operators, S 1,S 1, . . . , S N . S 1 operate on the fist component, S 2 operate on the second
component, . . . , S N operate on the Nth component. In the general case, all components
have different operators. So, if there are 100 components, there 100 set operators.

Generalizing the relation to the power relation, we can apply our set operator prop-
erties in N dimensions. To do the four operations dilation, erosion, opening and closing,
we can do it in the case where we are dealing with an N dimensional relation whose
tuple has components which are subsets.

Definition 9. (Power Relation Operator)
Let S = (S1, . . . ,SN), where Sn : P(Ln)→ P(Ln),
A power relation operator S is defined by

S (�) =


W1
. . .
WN

 ∈ N�
n=1

P(Ln)

∣∣∣∣∣∣ for some

V1
. . .
VN

 ∈ �,
W1
. . .
WN

 =
 S (V1)
. . .

S (VN)




Now we can extend the set operator we defined to the power relation operator.
A power relation operator is called union preserving, if it’s union preserving on each

component.

Definition 10. (Union Preserving Power Relation Operator) Let S = (S1, . . . ,SN),
where Sn : P(Ln) → P(Ln) be a power relation operator. Then S is called union
preserving power relation operator if and only if S1, . . . ,SN are each union preserving.

A power relation operator is called intersection preserving, if it is intersection pre-
serving on each component.

Definition 11. (Intersection Preserving Power Relation Operator) Let S = (S1, . . . ,SN),
where Sn : P(Ln) → P(Ln) be a power relation operator. Then S is called intersection
preserving power relation operator if and only if S1, . . . ,SN are each intersection pre-
serving.

A power relation operator is called expansive, if it is expansive on each component.
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Definition 12. (Expansive Power Relation Operator) Let S = (S1, . . . ,SN), where
Sn : P(Ln) → P(Ln) be a power relation operator. Then S is called expansive power
relation operator if and only if S1, . . . ,SN are each expansive.

A power relation operator is called contractive preserving, if it is contractive on each
component.

Definition 13. (Contractive Power Relation Operator) Let S = (S1, . . . ,SN), where
Sn : P(Ln) → P(Ln) be a power relation operator. Then S is called contractive power
relation operator if and only if S1, . . . ,SN are each contractive.

A power relation operator is called increasing, if the set operators for each compo-
nent are increasing.

Definition 14. (Increasing Preserving Power Relation Operator) Let S = (S1, . . . ,SN),
where Sn : P(Ln) → P(Ln) be a power relation operator. Then S is called increasing
power relation operator if and only if S1, . . . ,SN are each increasing.

We restrict ourselves to operators which have duals. Two power relation operators
are dual if is it that dual for each component.

Definition 15. (Dual Power Relation Operators) Let S = (S1, . . . ,SN), where Sn :
P(Ln) → P(Ln) and Z = (Z1, . . . ,ZN), where Zn : P(Ln) → P(Ln) be power relation
operators. Then S is called the dual operator to Z if and only if Sn(A) = Zn(Ac)c for
all n.

A power dilation is a power relation operator in which the operator is union preserv-
ing and expansive, that is, it is union preserving on each component and it is expansive
on each component.

Definition 16. (Power Dilation Operator) Let S = (S1, . . . ,SN), where Sn : P(Ln)→
P(Ln) be a power relation operator. Then S is called a power dilation operator if and
only S1, . . . ,SN are each union preserving and expansive.

A power erosion is a power relation operator in which the operator is intersection
preserving and contractive, that is, it is intersection preserving on each component and
it is contractive on each component.

Definition 17. (Power Erosion Operator) Let S = (S1, . . . ,SN), where Sn : P(Ln)→
P(Ln) be a power relation operator. Then S is called power erosion operator if and only
if S1, . . . ,SN are each intersection preserving and contractive.

Definition 18. (Power Relation closing Operator)
Let S = (S1, . . . ,SN), where Sn : P(Ln)→ P(Ln) be a power relation operator. Then S
is called a power relation closing operator if and only if S1, . . . ,SN are each contrac-
tive, increasing, and idempotent.

Definition 19. (Power Relation Opening Operator)
Let S = (S1, . . . ,SN), where Sn : P(Ln)→ P(Ln) be a power relation operator. Then, S
is called a power relation opening operator if and only ifS1, . . . ,SN are each expansive,
increasing, and idempotent.
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The opening is a set erosion operator followed by its dual set dilation operator.
Extending this to power relation, a power relation opening operator is a power erosion
followed by its dual power dilation operator.

Theorem 9. Let S = (S1, . . . ,SN), where Sn : P(Ln) → P(Ln) be a power dilation
operator. Let Z = (Z1, . . . ,ZN), where Zn : P(Ln) → P(Ln) be a power erosion
operator, which is the dual of S . Then S ⊙ Z is a power relation opening operator.

The closing is a set dilation operator followed by its dual set erosion operator. Ex-
tending this to power relation, a power relation closing operator is a power dilation
operator followed by its dual power erosion operator.

Theorem 10. Let S = (S1, . . . ,SN), where Sn : P(Ln) → P(Ln) be a power dilation
operator. Let Z = (Z1, . . . ,ZN), where Zn : P(Ln) → P(Ln) be a power erosion
operator, which is the dual of S . Then Z ⊙ S is a power relation closing operator.

Definition 20. (Indexed Power Relation) A set operator S : P(L) → P(L) maps a
subset to a subset. For any I ⊂ [N], an indexed relation with respect to the range sets
{Ln}

N
n=1 is a pair (I,R) where R ⊆

�
i∈I Li.

An indexed power relation with respect to the range set {P(Ln)}Nn=1 is a pair (I,�)
where � ⊆

�
i∈I P(Li).

5 Future Work

We extend our set operators to multidimensional data by developing the relation the-
ory and the power relation theory. We described the basic definitions, properties and
theorems of indexed relation, power relation.

The theory presented has applications in social networks. Centers of activity can be
determined by a closing with a small closing operator followed by a larger opening op-
erator followed by a yet large closing operator followed by a yet large opening operator.
What will be preserved are centers consisting of nodes each having high interactivity
with nodes nearby and what will be cut will be edges whose nodes have low activity
with one another.

More advanced kinds of social networks can also be created, where each node in-
stead of having one person or institution has a pair or triplets. Our future work will
explore the determination of centers of activity using the opening and closing operators
on indexed relations.
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Abstract.  
This paper addresses how what is known about human intelligence (HI) can assist 
with enhancing the capabilities of artificial intelligence (AI). It addresses the is-
sue of narrow versus broad AI, the brittleness of expert systems and those that 
use deep learning, the need for hybrid AI which combines deep learning and 
symbolic reasoning models with incremental and reinforcement learning. They 
could eventually produce AI systems that display human intelligence. So far AI 
has fallen well short of emulating what human beings can do when it comes to 
the ability to comprehend experience and explain what is going on and why. Re-
search into HI has found a factor called ‘g’ which is seen to be an ability to educe 
or abstract patterns and concepts in what is experienced. It is suggested that this 
eduction ability is integral to other cognitive functions performed by human be-
ings in that it assists them to reason, judge, and decide and that it relies on con-
trolled cognition, such as reflective engagement, self-regulation, and long-term 
planning; and spontaneous cognition such as mind wandering, daydreaming and 
intuition. In terms of future research, it is recommended that there is a need to 
understand more clearly and more conclusively how ‘g’ assists people to under-
stand issues and to solve problems and how to develop ‘g’ capabilities to assist 
in the move to develop broad, or strong, AI. Suggestions are made about how to 
develop AI with HI and examples are provided where it can be applied. 
  

Keywords: artificial intelligence, human intelligence, information processing. 

1 Introduction 

This paper addresses what is seen as an ‘elephant in the room’ to use a cliché and 
that is the question of what constitutes ‘intelligence’? This is that artificial intelligence 
(AI) has tended to ignore what has been discovered scientifically about human intelli-
gence (HI) [1]. It is suggested that AI will not make significant progress until it incor-
porates what is known about HI in its capabilities.  

AI also called ‘machine intelligence’ or alternatively ‘computational intelligence’ is 
about giving computers and computer-controlled robots the abilities to do tasks that 
require HI. This includes the abilities of human beings to understand and extract 
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meaning from experience, assists them to exercise will and agency and enables them to 
do reasoning and problem solving, and learn from mistakes.  

HI is studied by psychologists, psychometricians and other scientists who are inter-
ested is this issue. Psychometricians have been giving HI attention for well over a cen-
tury. More broadly, psychometricians study how to measure various psychological at-
tributes such as abilities, traits, attitudes, interests, motives and needs, perceptions, and 
other types of behaviors [2-4]. They use multivariate statistical techniques, such as fac-
tor analysis [5-7], to understand what is measured by tests of mental ability. They have 
focused especially on the concept of general mental ability or what is referred to by 
psychometricians and the broader psychological community as ‘g’ [8]. They have dis-
covered some interesting insights into ‘g’.  A few of these will be explained shortly.  

The remainder of this paper will cover briefly key developments in AI and list human 
capabilities that AI cannot currently perform. This will be followed by what psycho-
metricians have learned so far about HI and how this can assist with achieving compa-
rable capabilities within AI. It will highlight some of the questions and issues that re-
main to be resolved with understanding intelligence from both a HI and AI perspective. 
It briefly covers some of the requirements with developing AI with HI. Finally, it pro-
vides a few examples of how AI having enhanced human capabilities can provide sig-
nificant benefits to individuals and the community.  

2 Key Developments in AI 

2.1 Narrow versus Broad AI 

AI can be divided into categories of narrow, or weak, AI versus broad, or strong, AI 
[9]. Narrow AI refer to intelligent systems that have learned to carry out specific tasks 
without being explicitly programmed to do this. There are many applications for narrow 
AI such as those that assists physicians to diagnose disease, those employed to detect 
fraud and abuse and those that assist with obtaining the best performance from cars. 

Strong AI is a broader and more adaptable form of intelligence that applies to the 
intricate and skillful tasks such as cutting hair, coming up with a winning design for an 
advanced fighter jet based on innovations in technology and the performance and lo-
gistic requirements the jet is expected to meet, reasoning about what tactics to employ 
to defeat an opponent in a game of football. This form of AI is starting to emerge, but 
it has a long way to go to reach advanced stage of development such as having an 
intelligent personal assistant who can provide sound advice and guidance on complex 
legal issues and what combination of treatments will help effectively manage a patient 
who has both covid and diabetes.   

2.2 Expert Systems  

One has been the brittleness of machine-cognition solutions such as expert systems 
[10,11]. They have not been able to cope with the complexities of the issues that they 
are dealing with and the exceptions that arise. There are many nuances to an issue, and 
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it is a knowledge engineering challenge trying to accommodate all the subtleties of the 
problem in an expert system. 

Human beings are more able to cope with these issues because of both their abilities 
to reason and problem solve and the knowledge and experience they have accumulated 
over time. AI systems are not blessed to the same extent with these capabilities – at 
least not without a considerable effort on the part of knowledge scientists and 
knowledge engineers to acquire all the relevant knowledge that applies to the topic or 
issue under consideration.  

Dreyfus [12-14] is another who has been critical of AI and its philosophical founda-
tions. Essentially, he argues that HI and human expertise depend primarily on uncon-
scious processes rather than conscious symbolic manipulation and that these uncon-
scious skills can never be fully included in formal rules.   

2.3 Deep Learning 

Current deep-learning systems [15-17] also are also brittle [18-20]. Deep learning 
refers to multilayer learning where higher-level features are extracted from the raw in-
puts. For example, in image processing, lower learning layers may identify edges, while 
higher learning layers may identify the concepts such as an image of a square.  

The brittleness of deep learning systems [18-20] is largely due to machine learning 
models being based on the ‘independent and identically distributed’ (‘i.i.d.’) assump-
tion, which supposes that real-world data has the same distribution as the training data. 
The ‘i.i.d’ assumption also assumes that observations do not affect each other (e.g., coin 
tosses are independent of each other).  

This is not a realistic assumption. The data changes for many reasons such as modi-
fications to government policies, the physical movements of people and shifts in 
weather. Hence AI models and agents must continually adjust and adapt to account for 
the dynamic circumstances they face.  

Bengio, LeCun and Hinton wrote in their paper [20] that the goal of AI is to repli-
cate the kind of general intelligence human beings have. Human beings do not suffer 
from the problems of current deep learning systems. They and animals can learn mas-
sive amounts of background knowledge about the world, largely by observation, in a 
task-independent manner. This knowledge underpins common sense and allows hu-
mans to learn complex tasks, such as driving, with a few hours of practice. 

Human beings [18-20] can generalize in a way that is different and more powerful 
than ordinary ‘i.i.d.’ generalizations. Human beings can correctly interpret novel com-
binations of concepts, even if those combinations are unlikely in real life. 

2.4 Symbolic Systems 

Marcus [19] is critical of the views of Bengio, LeCun and Hinton [20-21] and their 
advocacy of a connectionist deep-learning solutions using neural networks. Marcus ar-
gues the merits of a hybrid solution combining deep learning with classical symbolic 
systems. Symbol manipulation is a very important part of humans’ ability to reason 
about the world. It is also one of the great challenges for deep learning systems.  
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For example, deep-learning systems rely on images, with little or no comprehension 
of all the written material that might describe what is evident in the images. In the case 
of an X-ray, this could include a patient’s medical history, and this could result in crit-
ical information being missed.  

The deep learning advocates [20] maintain their conviction that better neural net-
work architectures will eventually incorporate all aspects of human and animal intelli-
gence, including symbol manipulation, causal inference, and common sense. 

2.5 Hybrid Systems 

Hybrid solutions [19,22] combine the connectionist neural net approach because of 
its strength with pattern recognition with symbol manipulation because of its strengths 
of providing context to problems and issues and explaining why an object recognized 
by a neural network is, for example, a cancerous cell. That is, connectionist solutions 
will provide the ‘what’ (i.e., results) while symbolic ones will provide the ‘why’ (e.g., 
why cases are classified high risk). Of course, symbolic solutions can also provide the 
‘what’ as well with, for example, identifying cases that are high risk based on the results 
of applying business rules.  

2.6 Inductive Logic Programming 

An example of a robust approach to symbolic reasoning is inductive logic program-
ming (ILP) [23]. This is the subfield of machine learning that uses first-order logic to 
represent hypotheses and data.  

An example of inductive reasoning is that I had coffee once at the cafe and it was 
horrible, so all its coffee must be awful. Inductive reasoning begins with specific ob-
servations and measures of issues under consideration and then identifies patterns and 
regularities in the data, formulates tentative hypotheses that can be tested with the aim 
to come up with conclusions that follow from the facts. 

ILP is differentiated from most other forms of machine learning both by its use of 
an expressive representation language and its ability to make use of logically encoded 
background knowledge. 

ILP techniques can be used for purposes such as learn the structure-activity rules for 
drug design, develop fault diagnosis rules for satellites, generate viable and testable 
hypotheses from ecological data such as ‘who eats who’ in a habitat, to working out 
rules for playing games such as checkers.  

ILP has many appealing features including that it can generalize from small numbers 
of examples, it can analyze complicated issues to represent facts in symbolic form, and 
it can explain the reasons for its conclusions.  
  ILP has the challenge that it is hard to use and that therefore can require a skilled 
developer to build an ILP system. It also requires human experts to provide facts on the 
issue being analyzed.   
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2.7 Incremental Learning  

First order logic systems can be enhanced using incremental learning [24]. This is a 
method of machine learning in which input data is used continuously to extend the ex-
isting model's knowledge. It can be applied when training data becomes available grad-
ually over time or when system memory limits are exceeded. The aim of incremental 
learning is for the learning model to adapt to new data without disregarding what it 
previously learned. Manually building models can be a complex, costly, and error-
prone practice. Incremental development of models, and the ability to learn complex 
conditions that apply to tasks being learned are also desirable.  

2.8 Reinforcement Solutions 

Nicholson [25] stated that deep reinforcement learning, where machines learn by 
testing the consequences of their actions and receiving feedback, is one of the most 
promising areas of AI. It combines deep learning with reinforcement learning which 
together can be trained to achieve goals. It’s a crucial part of the learning for self-driv-
ing vehicles and industrial robots, which must navigate complex environments safely 
and on time.   

Reinforcement learning can do much more than control individual machines. It can 
direct entire orchestras of machines, steer complex systems toward better performance, 
route fleets, and coordinate robotic teams.  

Another advantage with reinforcement learning is that simulations can be used to 
train and reinforce patterns of behavior for situations that occur rarely, if not at all, such 
as in emergencies. This way systems are more robust and capable when the unexpected 
occurs.  

Dickson [26] stated that reinforcement learning can be employed to develop abilities 
associated with intelligence such as perception, motor functions and language. This is 
in contrast with AI systems that try to replicate specific functions of natural intelligence 
such as classifying images, navigating physical environments, or completing sentences. 

AI researchers go as far as suggesting that with well-defined rewards, a complex 
environment, and the right reinforcement learning algorithm, that it will be possible to 
reach artificial general intelligence or strong AI. This is the kind of problem-solving 
and cognitive abilities found in humans and, to a lesser degree, in animals. 

The use of reinforcement learning agents; that can outperform human beings in 
games such as Go, chess, Atari, StarCraft, and other games; have been developed [19]. 
They have also developed reinforcement learning models to make progress in some of 
the most challenging issues of science such as solving intractable mathematical prob-
lems [27].  

2.9 Stock Take 

This brief overview of AI developments indicates that early attempts to develop in-
telligent solutions have not been successful but more recent ones that combine connec-
tionist systems and symbolic models combined with incremental and reinforcement 



48  Warwick Graco and Ed lewis 

learning look promising. They could eventually produce AI systems that display human 
intelligence.  

The challenge remains to emulate what human beings can do when it comes to HI 
and that is learn massive amounts of background knowledge about the world, largely 
by observation, in a task-independent manner. They can learn complex tasks such as 
operating a computer. They can discriminate what is important in what is being learned 
and they can explain why things do not work. They can use their powers of reasoning 
to solve problems.  

AI falls well short of showing these capabilities at present. The basic problem is that 
it can perform tasks such as high-speed arithmetic, data processing, pattern recognition 
and even judgment, decision making and problem solving. It can do all these tasks in a 
mechanical manner either by programming or by learning from examples but show lit-
tle or no evidence of intelligence. That is, the ability to comprehend experience and 
explain what is going on and why.   

3 Research into Human Mental Abilities 

This is a segue to what has been found about the intelligence of human beings. In a 
nutshell it has gone from (1) the discovery of intelligence being a single ability, (2) to 
attempts to show that it consisted of several abilities (3) to a view that intelligence is a 
hierarchy with a single overarching ability at the top and a series of aptitudes in the 
middle and very specific abilities at the bottom in what is a pecking order of abilities. 
Recent approaches have tended to give attention to processing models of HI. For those 
who want further information on these developments they can consult Kaufman et al 
[28], Neisser et al [29] and Sternberg [30].  

These developments in the gaining of understanding of HI are not discussed further 
in this paper and instead two issues are focused on below. The 1st is the existence of a 
single overarching ability with HI and the 2nd is to draw attention to the information-
processing aspects of intelligence. This is done because firstly, despite attempts by 
some to ‘dethrone’ the theory of a single ability of HI, it has been an issue that refuses 
to go away and keeps resurfacing. For an example of this trend see Canivez and Young-
strom [31]. Hence attention is focused on this single ability in the discussion below. It 
will also be argued below that for AI to migrate from narrow, or weak, AI to broad, or 
strong, AI one way this can be done is by understanding the steps employed to solve 
problems and to respond to issues and the mental and other functions involved.  

Turning to the issue of a single ability of HI, the 1st significant breakthrough in the 
analysis of human mental abilities was the discovery of the ‘g’ factor that was high-
lighted at the beginning of this paper. This construct was discovered in investigations 
of mental abilities by Spearman [32,33] in the early years of the 20th Century. Spear-
man found it using factor analysis [5-7]. This is a data reduction technique that discov-
ers the underlying constructs called ‘factors’ that explain the correlations between, for 
example, tests of mental ability. Spearman saw ‘g’ as being a single overarching mental 
ability that explains performance on tasks requiring understanding and solving prob-
lems.  
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3.1 Eduction Ability 

Spearman [32,33] formed the view that what is measured by ‘g’ is what he called 
the ‘education of relations’ and the ‘education of correlates’. One interpretation of what 
Spearman was inferring with education is that ‘g’ is a measure of a person’s ability to 
make sense of problems and issues. That is, before a problem can be solved, the prob-
lem solver must perceive and comprehend the problem that must be addressed. This 
includes the ability to ‘educe’ or abstract the concepts or rules that enable the problem 
to be solved.  

A simple example is working out the next number in the series (1 2 4 8)? The prob-
lem solver must educe the rule that each number is being doubled to provide the next 
number. So, the next number in the above series is 2*8 which is 16.   

It would be misleading to assert that this education ability is all that there is to HI. 
To the contrary, it can be seen as an integral ability that enables other cognitive func-
tions to be performed such as deductive and inductive reasoning, problem solving, 
reaching decisions, and making judgments. In other words, HI is a range of integrated 
abilities involving recalling information, grasping relationships, spotting differences 
and similarities, calculating results and drawing inferences from what is known. Educ-
tion is critical to the success of these functions as it enables the individual concerned to 
comprehend experience and draw meaning from what is processed.  

3.2 Information Processing  

Another way of construing this process is that people go through a series of steps to 
achieve goals, to solve problems and to respond to issues. These steps include (1) per-
ceiving the situation, (2) making sense of it, (3) reasoning about it such as doing induc-
tive and deductive thinking to gain greater clarity and understanding of what is being 
contemplated (4) making judgments of the worth of possible solutions and (5) and mak-
ing a choice about which option is the best one to enable the outcome to be achieved.  

People perform information-processing steps at both conscious and unconscious lev-
els. Human beings make numerous decisions each day such as when to get out of bed, 
what food to eat and when to press the brake when driving a car. Many decisions and 
actions are automatic in that people do them habitually while others are deliberate, con-
scious ones [34].   

Kaufman et al [28] and Kaufman [35] conceptualize this distinction between delib-
erate and automated procedures/responses as one of controlled (or goal-directed) versus 
spontaneous cognition. Kaufman et al [28] discerned a number of differences between 
these two modes of cognition in their dual process theory.  

The 1st was that controlled processes consume limited attentional resources. In con-
trast, spontaneous ones are not dependent on inputs from these higher-level control 
processes.  

The 2nd was they are not fixed or static processes. They are constantly changing 
through learning and experience as people engage continually with the world. Individ-
uals develop skills because of what they learn and experience.  
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The 3rd is that controlled cognition involves both the ability and the inclination 
across situations to think about thinking. This is called ‘metacognition’ [36]. This co-
vers the abilities to reflect on prior experience and behavior and use the insights gained 
to modify thinking and habits as examples. 

The 4th is that the mental and other functions that are part of the controlled cognition 
include reflective engagement, self-regulation, self-control, perseverance, long-term 
planning, dissociable components of executive functioning such as working memory, 
cognitive and affective inhibition, and mental flexibility, explicit cognitive ability or 
the skill set that lies at the heart of highly g-loaded tasks, intellectual engagement, and 
elementary cognitive tasks that support explicit cognitive ability. What links these pro-
cesses together is that they all draw on the limited attentional resources of people. 

The 5th is that the individual differences in spontaneous cognition reflect the ability 
to acquire information automatically and the tendency to engage in unprompted forms 
of cognition. For instance, whereas most people can spontaneously experience gut feel-
ings and daydreams, there may be individual differences in the extent to which people 
are willing to engage with them. Mental and other functions that are part of the sponta-
neous cognition include mind wandering, daydreaming, implicit learning, latent inhibi-
tion, intuition, acquired forms of expertise and long-term memory, and implicit do-
mains of mind that are universal human domains pertaining to knowledge of spatial 
relations, number, probability, logic, language, people, language, music, aesthetics, liv-
ing things, the inanimate physical world, or the beliefs and desires of other minds. 

3.3 Some Key Challenges  

Kaufman et al [28] stated that one study found that individual differences in implicit 
learning predict intelligent behaviors such as language learning and verbal analogical 
reasoning above and beyond ‘g’ and the cognitive mechanisms underlying ‘g’. This 
highlights a few challenges for those involved in AI and HI going forward. They in-
clude: 
 

• The need to understand more clearly and more conclusively how ‘g’ assists people 
to understand issues and to solve problems  

• How to develop ‘g’ capabilities with AI to hopefully assist with developing broad or 
strong AI capabilities 

 
They are both difficult and demanding challenges and could require decades of more 

research and development to achieve AI with HI. The 1st task includes understanding 
how ‘g’ assists with both controlled and spontaneous cognition.  

3.4 Another Challenge  

Another challenge that requires further research is what role does ‘g’ play in the 
performance of complex and demanding tasks such as performing surgery, flying an 
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aircraft, or managing a corporation. For example, Horn and McArdle [37] stated that 
the reasoning that is regarded as indicating intelligence in chief executive officers of 
organizations is expertise deductive reasoning [38]. It is the kind of reasoning identified 
in descriptions of the thinking of experts in chess, financial planning, and medical di-
agnosis [39-41]. Horn and McArdle also stated that wide span working memory [42] 
that also appeared to be important with executive management performance. Both ca-
pabilities were judged by Horn and McArdle [37] to be indicators of HI but were found 
not to be related to existing mental abilities that underlie HI. The question is, if this is 
the case, is there a need to broaden the abilities that are seen to constitute HI? 

 

4 Developing AI with HI Capabilities 

This is a speculative issue to address because it means trying to forecast future de-
velopments when there are many unknowns and uncertainties. However, there are clues 
about what will lead to the breakthrough of giving AI the capabilities of human beings.  

What are the clues? These were covered previously in the paper. A core requirement 
will be exploiting the strengths of deep learning and the symbolic reasoning systems 
combined with incremental and reinforcement learning to abstract or educe, label and 
store patterns and concepts found in data and use these to facilitate sense making, prob-
lem solving and decision making.  

There is also need to compare what is discerned to what is known, reason about it, 
store what is learned in memory and apply what is learned to new cases. It is also im-
portant to overcome the limitations of machine learning where they require many ex-
amples to learn patterns and concepts in data.    

Another requirement is to assemble and store a massive amount of background 
knowledge as this underpins common sense and allows humans to learn complex tasks, 
such as driving, with a few hours of practice. This knowledge also assists with reason-
ing and learning.   

In practice this will mean using deep learning to do pattern recognition and feature 
selection. These steps are examples of education in that they involve abstracting key 
concepts in examples being processed. This abstraction process will be aided by the use 
the symbolic system to reason about what is found in the examples and the encyclopedic 
knowledge stored in memory to assist with understanding what is educed. For example, 
what is stored in memory can be compared to what is abstracted to work out that what 
is perceived is an image of a giraffe.  

There is the corresponding need to emulate what human beings excel at and that is 
learning from one or more examples. It will require using deep learning, the symbolic 
reasoning system and what is stored in memory to perform analysis and synthesis to 
understand better what is abstracted from each example and how it can be applied.  

The next step is to determine how what is perceived and processed is managed or 
treated. For example, if it is a self-driving intelligent vehicle what does it do if there is 
a large dog standing in the middle of the road 100 meters in front of the vehicle? 
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This leads to the next issue that the steps outlined above dovetail in with the infor-
mation processing architecture put forward by LeCun [43]. This includes:  
• The perception module that receives signals from sensors and estimates the current 
state of the world. 
• The world model module that constitutes the most complex piece of the architec-
ture. Its role is twofold: (1) to estimate missing information about the state of the world 
not provided by perception, and (2) to predict plausible future states of the world. 
• The cost module that computes a single output that predicts the level of discomfort 
of the agent. It is composed of two submodules: (1) the intrinsic cost one which is hard-
wired and immutable (not trainable) and computes the immediate discomfort (such as 
damage to the agent, violation of hard-coded behavioral constraints, and similar), and 
(2) the critic which is a trainable submodule that predicts future values of the intrinsic 
cost. The goal of the agent is to minimize the intrinsic cost over the long run. 
• The actor module that computes proposals for action sequences. The actor can find 
an optimal action sequence that minimizes the estimated future cost, and output the first 
action in the optimal sequence, in a fashion like classical optimal control.  
• The short-term memory module that keeps track of the current and predicted world 
state, as well as associated costs. 
• The configurator module that performs executive control: Given a task to be exe-
cuted, it preconfigures the perception module, the world model, the cost, and the actor 
for the task at hand, possibly by modulating the parameters of those modules. 

This solution does not accommodate the ability to abstract concepts and rules in what 
is perceived and a symbolic reasoning system. It is suggested if these were incorporated 
in this architecture it would provide an information-processing system that can help 
drive the future development of AI. That is, moving it to having the capabilities of 
human beings or alternatively, moving from narrow to broad or strong AI.  
 

5 Some Important Applications  

AI is ubiquitous in that it is applies to all areas of the community such as government, 
transport, manufacturing, commerce, health, education, sports, entertainment, and ag-
riculture to give examples. 

There are three technologies where AI that possesses HI are highly likely to confer 
significant benefits on the community. The first and obvious technology is smart robots 
which comprehend, think, and respond to human commands. These will include droids 
like those seen in the Star Wars Film series and cyborgs found in many science-fiction 
books and films.  

For example, smart robots will be able to assist the elderly who live at home and 
lack the strength and mobility to do domestic tasks. This will take pressure off the use 
of nursing homes [44] that are currently in crisis because of the covid pandemic and 
reduce the need for governments to provide these facilities for those too old to look 
after themselves.  
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It is estimated [45] that there will be a shortage of between 37,000 and 124,000 phy-
sicians in the USA by 2034. Smart robots in the form of robot doctors [46] and robot 
nurses [47] can be used to cover for these projected shortages in health professionals.  

The second is developing smart self-driving vehicles and assisting them to identify 
other vehicles and users of the roads, comply with road rules and take passengers safely 
to their destinations. Clarke [48] reports that those developing these vehicles are stuck 
on the last 10 percent of the developmental curve where these vehicles must respond to 
rare and unusual events such as a ball bouncing across the street followed by a running 
child. The problem is complicated by current self-driving vehicles acting supremely 
confidently when they are wrong such as turning on a railway crossing to follow a rail-
way line. It is suggested that smart vehicles with HI capabilities will help overcome 
these difficult challenges.     

Chatbots [49] are virtual assistants that interact with people using either written or 
spoken words usually in online conversations. They answer simple queries and are used 
in business-to-consumer and business-to-business transactions with clients.  

The next stage in the development of these agents will be smart digital assistants. 
These too will be intelligent agents with human capabilities. They will perform secre-
tarial tasks for their ‘masters’ such as arrange appointments, organize travel and ac-
commodation, order food and beverages, and assist them with sense making, problem 
solving and decision making. They will do translations of documents not written in 
languages their ‘masters’ understand, search and find information their ‘masters’ re-
quire to perform tasks, do analyses of data, and perform complex calculations, and pro-
vide advice and guidance. They will be essentially peoples alter egos and will assist 
them with difficult decisions such as which car to purchase, what insurance policy to 
take out, where to live and what accommodation is best suited to their needs and indi-
cate the friends and partners, they are likely to have the greatest rapport with and gain 
the greatest satisfaction from when it comes to interpersonal relationships. They will 
also monitor the health and fitness of their ‘masters’ and advise when they need to see 
a health professional.  

The most important advantage with this technology is to help prevent their ‘masters’ 
from making poor and costly decisions such as making bad investments, marrying the 
wrong partner, and selecting an inferior career and applying for less-than-ideal jobs. 
This has the potential to reduce economic, legal, welfare, health and educational costs 
that arise from making suboptimal decisions. This is illustrated by Till [50] who found 
in a survey that about one in five people are in the wrong job and that moving them to 
a role they like would result in an estimated 3.6 percent increase in revenue or about 
$36m for company earning a billion dollars a year.  

6 Conclusion 

To summarize, this paper covered the key developments in AI and how these can be 
further enhanced to give AI the important cognitive capabilities of human beings. This 
includes using the strengths of deep learning, symbolic reasoning system, incremental 
learning, reinforcement learning, and the knowledge stored in memory to assist AI to 
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think and act in an intelligent manner. It was also suggested that these outcomes will 
be accomplished by developing AI with information processing capabilities.    

In conclusion, it is considered that ‘g’ is what is missing from AI and that it will not 
make significant progress until this issue is given serious attention by AI researchers. 
This is seen as a key challenge going forward with this area of research. 
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