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Abstract. Big data processing issues is a key response against the critical situa-
tions like pandemic one. Processing pandemic data is directly related to control 
the asynchronous flow of big data therefore this paper is focused on modeling 
such technical issue using discrete event formalisms, i.e. Petri nets. The tech-
niques of the usual Petri nets require that the designer should be able to repre-
sent the Petri structures on the basis of the structural and functional properties 
of the modeled systems. Applications that are limited to simple systems have al-
ready shown that this goal is not easy to accomplish. Therefore, all these ap-
proaches have a more academic value, although they provide a schematic 
framework for the construction of practical models. A Petri net unitary scheme 
is preferred to represent the overall and control plans for better integration of 
the final data. A theoretical model is proposed here. 

Keywords: Big Data, Pandemic, Petri Nets, Data Slots, Discrete Event Model, 
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1 Introduction 

Yes, we all know that information, respectively data can save lives. More than ever 
we prove it nowadays. This means data processing issues is a key response against the 
critical situations like pandemic one [1 - 4]. Processing pandemic data is directly re-
lated to control the asynchronous flow of big data therefore this paper is focused on 
modeling such technical issue using discrete event formalisms, i.e. Petri nets. We 
assume that reader is familiarized with the techniques of the most user friendly for-
malism for modeling and analysis of discrete event systems, i.e. Petri nets, or we refer 
the reader to [5 - 8]. The techniques of the usual Petri nets require that the designer 
should be able to represent the Petri structures on the basis of the structural and func-
tional properties of the modeled systems. Applications that are limited to simple sys-
tems have already shown that this goal is not easy to accomplish. 

Therefore, all these approaches have a more academic value, although they provide 
a schematic framework for the construction of practical models. An alternative ap-
proach is based on an object representation that constitutes at a certain level of ab-
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straction invariable, selected functional properties of the represented components or 
systems. From our observations, the operator of the system tends to focus on the 
overall functionality of the system, which also involves the functionality of the con-
stituent parts and the interactions between them. Such an approach to the problem is 
encountered in the case of representation with the help of objects that render typical 
components of automatic systems. This approach will allow a quick graphical repre-
sentation and an analysis resulting from this graphical representation. 

An optimal modeling will allow the assembly of the system through an intercon-
nection between the available components. The analysis of both general and applica-
tion-specific properties must be done in such a way as to automatically produce in-
formation that is easy to design in the operation of the system. The object representa-
tion approach requires a classification of objects for a particular field of application. 
In addition, emphasis must be placed on the invariable functional properties of these 
objects represented to some degree of abstraction. This will allow a rapid construction 
of some system models and, implicitly, an analysis focused on the major functional 
properties of the system, as well as on its global functioning. Knowledge of the global 
operation is very useful in the sketch stages of a system, helping to select those alter-
natives that best meet the functional requirements. The level of detail can be extended 
in later stages of design, to overlap with specific applications. 

Basically, in our approach, we deal with the level of the control plan of an assem-
bly structure of data slots for ensuring real time processing and real time building of 
the panoramic picture of the on-going process. We mention that our proposed model 
is an academic, theoretical for instance, one. 

We assume that data slots are pieces of the assembly and they are delimited, parti-
tioned, each corresponding to a distinct operation, and therefore the control plan re-
quires information about the system resources which influences the design of the 
control system. A Petri net unitary scheme is preferred to represent the overall and 
control plans for better integration of the final data. 

We will try to analyze these problems using a Petri net as an analysis and represen-
tation scheme for the whole, as follows: 

1) We present a Petri net to notice both the overall plans of the ensemble and the 
representations of the lower levels of control of the ensemble, thus offering a unique, 
hierarchical representation of the ensemble. 

2) We show that our Petri net model, i.e Big Data Petri Nets (BDPN) has the nec-
essary properties from the perspective of the whole. 

3) We present a method to build the level of data processing control from its global 
plans [9, 10].  

4) We present a method for analyzing the Petri representation of the control plan in 
order to optimize the system performance. 

The remainder of this paper is organized as follows. In section 2, the proposed 
BDPN is expatiated, and section 3 analyses the throughput of BDPN. Finally, the 
conclusions and future development of our system are given in section 4. 
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2 The BDPN network model 

A point in a location of a BDPN indicates that a data slot represented by that place 
exists in the current state of the whole, and transitions model operations. In the initial 
state of the BDPN, all locations representing input parts not connected to the Petri net 
will be marked by one dot. Two sets of places: PIn and POut represent the initial, 
respectively the output stages of the BDPN. When completing a specific processing 
task of a data slots, the BDPN will return to the original marking so that a different 
sequence of tasks can be performed for the next data slot, i.e. the BDPN is a 
reversible net and that allows performing specific tasks involved in pandemics, such 
as epidemiological investigations. We introduce the transition tReset to explicitly model 
the network reversal from the final marking (Mfin) to the initial one (M0) of the 
BDPN. Transition tReset has the set of PIn locations as output locations and POut 
locations as input locations (stages). The temporal measures of the data loads on the 
BDPN are modeled by associating a time indicating the duration of the process at 
each transition. The asynchronous nature of the appearance of the data slots is 
modeled by attaching duration to each marking. When the BDPN is initialized, the 
time mark associated with the initial network markup (e.g. corresponding to PIn 
locations) represents the arrival time of the input data slots. 
 A transition is validated if there is at least one point at each transition entry place. 
The last time-stamp of these sets of marking points is called the temporized-transition 
validation time. During the combustion of any transition, the points in the marking 
that produces the combustion can no longer be used for other transitions, although 
they remain in place until the combustion is completed. The data resources, i.e. points 
placed in output locations, have the same time-stamp, which is the time when the 
combustion is completed and is equal to the validation time at which the combustion 
duration is added. The notation dm(p) means the value of the time-stamp associated 
with a point in the location p. 

As the BDPN model is the Petri net vivacity, it will not crash, and the reversibility 
property ensures that all data slots are unique. Therefore, the BDPN model provides 
an accurate simulation and representation of processing big data. We will show that 
BDPN can model the level of controlling big data processing therefore the representa-
tion of controls can be constructed correctly in real time using a single, unitary model 
of the data flow plan, processing data plan, and control plan which eliminates time-
consuming translation between representation schemes. Also we mention that opti-
mizes an important issue of mapping an overall plan to generate a control plan with 
minimal costs while managing issues such as timing and allocation of resources.  

We will show that BDPN models control plan by preserving certain desired proper-
ties from the perspective of the whole. In a serial asynchrony data system the key 
indicator may be the data processing rate. 

We propose a general model for evaluating the throughput of big data systems. We 
assume that there is a critical data string in the representation of the control net of the 
BDPN, responsible for the system throughput.  
A critical data string is a sequence of transitions fire starting at a input location of 
BDPN and ends at a output location. A critical data string determines a bottleneck in 
the BDPN. In a real system, the critical data string is determined by several factors, 
such as: the nature of data, the data flux, the duration of data processing including 
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verification of data sources, etc. We denote by tm(slot) the time required to process a 
data slot dslot in a BDPN model, i.e. dslot ∈ POut location. We consider two types of 
critical data strings: 

a) Critical data string due to a task (CDST). 
b) Critical data string due to a subassembly of BDPN (CDSS). 
 
a) Critical data string due to a task (CDST). 
The critical data string in a control net may be the sequence of transitions fire 

whose task (or transition, in terms of Petri nets) is the most time consuming. This is 
true only if other factors, such as the arrival time of the various data slots, have no 
effect on the overall time [11, 12].  

In a control BDPN the sequence of transitions associated with processing the criti-
cal data string is: t1, t2, …, tq. We use the notation tcrit = {t1, t2, …, tq} to denote the 
critical data string. The time of execution of the tasks in the bottleneck and, from 
here, the total time of execution of the BDPN is: 

𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑑𝑑(𝑡𝑡1) + 𝑑𝑑(𝑡𝑡2) + ⋯+ 𝑑𝑑�𝑡𝑡𝑞𝑞�                       (1) 

where d(ti) is the firing time of transition ti. 
 

b) The critical data string due to a subassembly of BDPN (CDSS). 
Alternatively, the critical data string in a BDPN can be defined by the late arrival 

of a dslot and therefore the tasks affected by this dslot define the critical data string. The 
throughput of the BDPN is determined by the sequence ti,crit, where ti,crit is the se-
quence of transitions associated with processing the critical data string depending of 
delayed dslot. The time associated with such a critical data string is denoted di,crit. 

3 Throughput analysis of BDPN model 

We assume that a critical data string is related to the time required to perform a 
task (or sequence of tasks) and is not due to the late arrival of the constituent parts 
(subassemblies). If the critical data string is a CDST, then processing time of a data 
slot is [13 - 15]: 

𝑑𝑑𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑇𝑇0                                        (2) 

where T0 is the initiation time of the control net, i.e. BDPN. 
 
Alternatively, for a CDSS the critical data string may be associated with the delay of 
the data slot,. If Tpi is the arrival time of part data slot then the processing time is: 

                              𝑑𝑑𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑚𝑚𝑚𝑚𝑚𝑚
1≤𝑖𝑖≤𝑚𝑚

(𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑇𝑇𝑝𝑝𝑝𝑝)                                                            (3)                

where m represents the number of entries in the BDPN (the number of data slots in 
the system). 

Combining relations (2) and (3) the optimal control plan that has the minimum 
time for processing data is given by the next relation [16]: 
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𝑑𝑑𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝑘𝑘

𝑚𝑚𝑚𝑚𝑚𝑚1≤𝑖𝑖≤𝑚𝑚(𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑇𝑇0𝑖𝑖 ;𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑇𝑇𝑝𝑝𝑝𝑝)                 (4) 

where k = number of possible control BDPNs. 
 
We consider a BDPN modeling the process of m data slots: p1, p2, …, pm.; each da-

ta slot is processed in corresponding m stages, as shown in Fig.1. Each stage has two 
inputs (except the first one): one input from the system input bus and one input from 
the previous stage. For the first stage both inputs are from the system bus and are 
characterized by the group {TpiS, IiqS}, where TpiS is the first arrival time of part pi at 
stage s of the pipe, IiqS is the interval between the arrivals of two identical parts pi in 
iterations (q-1) and q at stage s of the pipe-line. We assume that Ii1S = Ii2S =… = IimS, 
i.e. the interval between the arrivals of part pi at stage s is always the same. The 
BDPN is characterized by:  

T0S = initialization time for stage s; 
dWritten q = time required for stage s to execute tasks in iteration q. This is the time 

associated with CDST tasks for this stage; 
dSreset = reset time of stage s after the completion of the q-th data processing;  
LqS = time required to data in iteration q from stage s to stage s + 1; 
We make the following simplifying hypotheses: 
LqS = L; the transport time of the product being assembled from one stage to the 

next is the same for all stages and for all iterations of the system; 
dScrit q = dScrit; the time required to perform tasks in CDST in stage s is the same, re-

gardless of the iteration q; 
dSreset q = dreset; the reset time of all stages in the pipe is the same. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1 shows the control plan of the BDPN model, where locations p1, p2, ..., pm 
represent the m data slots of the data processing at each iteration. In the initial mark-
ing of the BDPN network, the locations p1, p2, ..., pm correspond to the times Tp1, Tp2, 
..., Tpm representing the arrival times of the subassemblies corresponding to the re-
spective stage. All locations T0S will also be marked, the time T0S representing the 
initialization time for stage s, where s=1, 2, …, m. When we deal with systems which 
require complex data processing we will merge BDPNs models as the qth iteration of 

Tmpm T3p3 T2p2 T1p1 

Imm2 I332 I222 I112 
p22 

p21 

  Stage 2 

p12 

p11 

p32 

p31 

 Stage 3 

pm2 

pm1 

  Stage m 
Oq 

Fig.1. BDPN structure. 

Stage 1 
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the system starts in stage s only after the completion of the qth iteration in stage (s-1), 
i.e. the transition Is + 1 fires (see Fig.2). 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
Data processing time differs for each stage. We suppose there is a bottleneck in the 

system, respectively stage h, which requires the longest processing time. The time 
required for q iterations through stage h defines the processing rate of the system, i.e. 
stage h defines the critical data string.  

The time required to process the qth product is the time required for processing the 
critical data string plus the time required for the product to pass through the rest of the 
BDPN [17]: 

 𝑑𝑑𝑚𝑚�𝑂𝑂𝑞𝑞� = max
1≤ℎ≤𝑚𝑚

[𝑑𝑑ℎ,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + (𝑚𝑚− ℎ)𝐿𝐿 + �𝑑𝑑ℎ+1,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + ⋯+ 𝑑𝑑ℎ�𝑂𝑂𝑞𝑞−1�,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�]                (5) 

where: (dh(Oq-1), crit) is the execution time associated with the processing data slot 
Oq-1 in stage h; (m-h)L = data transfer time interval (after stage h); dh, crit = the pro-
cessing time in stage h. 

 
The critical data string in stage h is a CDSS, because the data processed in the pre-

vious stage (h-1) determines the time required for stage h to perform its task. 
Because h determines the critical data string, the data transfer time before stage h is 

irrelevant. 
Next, we will determine the processing time for three possible cases, and we will 

assume that stage f appears earlier than stage h. The search space is reduced to only 
those situations that cause a bottleneck in the system. We can have three situations: 

a) The initial narrow place in the system is caused by the time required to ini-
tialize the stage f. After initialization, the next narrow place is given by the 
data processing time in critical stage h. The processed data Oq is delivered by 
the stage h at the time [18]: 

BDPN1   BDPN2 

T01 T02 p1 p2 

I2 I1 

L 

O1 

fin 

treset 

fin treset 

O2 

L 

Fig.2. Merging BDPNs models. 
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𝑑𝑑𝑚𝑚�𝑂𝑂𝑞𝑞� = max
1≤𝑓𝑓≤ℎ;1≤ℎ≤𝑚𝑚

[𝑇𝑇0𝑓𝑓 + 𝑑𝑑𝑓𝑓,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + (ℎ − 𝑓𝑓)𝐿𝐿 + (𝑞𝑞 − 1)𝑑𝑑ℎ−1,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + (𝑑𝑑𝑓𝑓+1,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + ⋯+

𝑑𝑑ℎ,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)]                                (6) 

where: (h - f)L is the data transfer time interval.      
 
Obviously, the reset duration of stage h (noted by the dreset transition) must be taken 

into account. The initial narrow spot caused by stage f is T0f + df, crit. For stage f the 
critical path is a CDST. 
 

b) The initial narrow place in the system is due to the late arrival of a part at a 
stage f. At stage f the critical data string is therefore a CDSS. After the arri-
val of this data, the next narrow place is caused by the time required for as-
sembly at stage h. We assume that z, which is one of the m stages of the sys-
tem, is the input for stage f. From relations (5) and (6), we have: 

𝑑𝑑𝑚𝑚�𝑂𝑂𝑞𝑞� = max
1≤𝑧𝑧≤𝑓𝑓;1≤𝑓𝑓≤ℎ;1≤ℎ≤𝑚𝑚

[𝑇𝑇0𝑧𝑧 + 𝑑𝑑𝑧𝑧,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + (𝑚𝑚 − 𝑓𝑓)𝐿𝐿 + (𝑞𝑞 − 1)𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 +

                            �𝑑𝑑𝑓𝑓+1,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + ⋯+ 𝑑𝑑ℎ,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�]                         (7) 

c) The delay is completely due to the long time interval for the arrival of data 
slot z at stage f. The data processing line stops and waits for the arrival of the 
data slot at stage f. The critical data strings are all CDSS and from (5), we 
have: 

  𝑑𝑑𝑚𝑚�𝑂𝑂𝑞𝑞� = max
1≤𝑧𝑧≤𝑓𝑓;1≤𝑓𝑓≤𝑚𝑚

[𝑇𝑇0𝑧𝑧 + 𝑑𝑑𝑧𝑧,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + (𝑚𝑚 − 𝑓𝑓)𝐿𝐿 + (𝑞𝑞 − 1)𝐼𝐼𝑞𝑞−1,𝑓𝑓 + (𝑑𝑑𝑓𝑓+1,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + ⋯+

                       𝑑𝑑𝑚𝑚,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)]                 (8) 

From formulas (6) ÷ (8), the first assembled product is delivered at time shown in 
the next relation: 

   𝑂𝑂1 = max
1≤𝑧𝑧≤𝑓𝑓;1≤𝑓𝑓≤𝑚𝑚

(𝑇𝑇0𝑓𝑓 + 𝑑𝑑𝑓𝑓,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐;𝑇𝑇0𝑧𝑧 + 𝑑𝑑𝑧𝑧,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) + (𝑚𝑚 − 𝑓𝑓)𝐿𝐿 + (𝑑𝑑𝑓𝑓+1,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + ⋯+

                 𝑑𝑑𝑚𝑚,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)                (9) 

For the nth system iterations, the data processing rate is: 

                              𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = [𝑑𝑑𝑚𝑚(𝑂𝑂𝑛𝑛) − 𝑑𝑑𝑚𝑚(𝑂𝑂1)]/(𝑛𝑛 − 1)                                            (10) 

Substituting the relations (7) ÷ (9) in the expression (10) we obtain the following 
data processing rate for case a) and b) above: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = max
1≤ℎ≤𝑚𝑚

𝑑𝑑ℎ,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟                                (11) 

For case c): 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = max
1≤𝑧𝑧≤𝑓𝑓;1≤𝑓𝑓≤𝑚𝑚

𝐼𝐼𝑓𝑓𝑓𝑓              (12) 

It follows from (11) and (12): 
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𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = max
1≤𝑧𝑧≤𝑓𝑓;1≤𝑓𝑓≤ℎ;1≤ℎ≤𝑚𝑚

[𝐼𝐼𝑓𝑓𝑓𝑓; (𝑑𝑑ℎ−1,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟)]                 (13) 

The assembly rate for a given control plan is given by the relation (13). If there are 
k plans, the plan with the maximum rate will be the one that will deliver the Oq pro-
cessed data in the minimum time. This is easily deduced from the relations (6) ÷ (8). 

4 Conclusion 

We proposed a method of simulation and optimization of a big data system similar to 
pandemic data processing with the help of new class of Petri nets: Big Data Petri Nets 
(BDPN), which achieve the correct integration of subassemblies, so that the represen-
tation of control plans can be done directly from the model of the overall plan, thus 
guaranteeing an efficient coordination of the pandemic data process. As we have men-
tion we deal with time intervals, i.e. we deal with time intervals different from one 
medical care unit to another one. We recommend, if our theoretical approach will be 
considered to be practical implemented, to adopt it to specificity of each hospital, 
clinic etc. 

We also presented the technological process as a set of operations that can be im-
proved by minimizing their execution time and, especially, by achieving an optimal 
variant in terms of logical interdependence between them, which results in the condi-
tions of succession or simultaneity in the process of data processing.  

Further development of the proposed approaches for pandemic data processing will 
be focused on developing fuzzy cooperative BDPN models. 
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