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Abstract. In order to help Financial analysts and investors to make sound decisions for their businesses and investments, large archives of news articles could be analyzed to develop a more comprehensive view of the economic consequences from information about what events happen and the economic effects from these events. We try to develop a systematic solution for finding the economic effects of temporal events.
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1 Introduction

Numerous news articles are generated daily on the web. If we could adopt a systematic method to analyze these articles, it could help us better understand the events that happened and the relationship between these events. This research intends to develop a systematic approach, in order to find the relationship between economics and the event of user interest.

In this paper, topic model and statistical language model are applied to retrieve the related documents of an event. Subsequently how to find the economic articles related to the user specified event remains a difficult problem.

Previous methods have been developed to reference between events using features of a document. Traditional features extraction methods include Document Frequency, Mutual Information, Information gain etc [6] [7] [8]. These methods are used to extract features from a single document. This paper proposes a new method combining TDIDF and Information Gain Ratio to extract features from a collection of documents.

In order to do event reference from user specified event to economic event, Normalized Feature Referencing is proposed and analyzed. Instead of manually choosing the number of features used for event reference, this method will automatically choose the number of features depending on the probability distribution of the features. In this way, not only the limitation of manual work is eliminated, it achieves a better reference performance for various feature probability distributions.
2 Background

Topic models are a suite of algorithms that uncover the hidden thematic structure in document collections. These algorithms help us develop new ways to search, browse and summarize large archives of texts [1]. In order to analyze large amount of data collected, topic model [3] is applied in this paper. More precisely, Latent Dirichlet Allocation (LDA)[2], a form of topic model, is adopted. A graphical model describing LDA is shown as below:

![Latent Dirichlet Allocation Model][2]

where $\alpha$ is the Dirichlet prior over per-document topic proportion; $\theta$ is the per-document topic distribution; $z$ is the word to topic assignment in a document; $\beta$ is the topic distribution over the text corpus and $w$ is the observed word. The generative mathematic process of LDA is as below:

$$
P(B, \Theta, Z, W) = \prod_{i=1}^{k} p(\beta_i) \prod_{d=1}^{D} p(\theta_d)(\prod_{n=1}^{N} p(z_{d,n}|\theta_d)p(w_{d,n}|B,z_{d,n}))$$

(1)

By applying Gibbs sampling or variational inference, the posterior variables can be approximated.

TFIDF is short for term frequency inverse document frequency [4]. It is a statistical indicator to measure the importance of a term to a document in a corpus. The word importance increases as the frequency of the word in the document increases but is offset by the frequency of the word in the corpus. The TF (Term frequency) part calculates the frequency of a term in a single document. The IDF (Inverse Document Frequency) part diminishes the weight of terms that generally occurs in the collection of documents and increases the weight of terms that occurs rarely. For example, assume without removing stop words, the term “the” occurs frequently in almost all documents. If only term frequency is used, “the” will be important to every document. Therefore, by incorporating inverse document frequency, the importance of the term “the” will be decreased. In this paper, information gain ratio is used to calculate the IDF part.

In classification problems, we want to know which attribute is most useful in discriminating the classes to be classified. Information gain tells us how important of a given attribute to classification. The higher the information gain, the better the attribute. Information gain is calculated as below:

$$IG(S,x) = H(S) - H(S|x)$$

(2)
where $H(S)$ is the parent entropy of the system $S$ and $H(S|x)$ is the entropy given variable $x$. $IG(S)$ is the information gain by using the variable $x$.

Furthermore, information gain ratio is calculated as below:

$$IGR = \frac{IG}{\text{Entropy(Parent)}}$$  \hspace{1em} (3)

### 3 System Design

A system architecture needs to be derived to describe the structure, behavior and relationship among the components of the system. In addition, a detail arrangement of the elements needs to be provided to satisfy the functional requirements.

The system architecture is shown in Figure 2. It contains four primary components: preprocessing, training, query and event reference. As we can see, each component is dependent on another component. The input dataset for training requires preprocessing in advance; the query module is based on the LDA model and language model trained in the training module; and event reference module uses the related documents retrieved by the query. Preprocessing is one of the key component in this framework. The effectiveness of the topic model and subsequent query performance are greatly influenced by different combinations of preprocessing methods. Main content extraction from HTML document is an essential function, which removes irrelevant boilerplate and leave only the text of main content; tokenization breaks a stream of text into tokens and the training for our models is based on these tokens; stop words removal and stemming are optional functions that can bring improvement of performance of the models to fulfill business objectives. There are other application dependent preprocessing methods. For example, unnecessary documents will be removed if a document contains less than a certain amount of tokens, such as 25 tokens; The document level of occurrence of a word is counted, if the word occurs in most of the documents like more than 95 percent of the document, or it occurs very rarely in the document collection, in either case, it will be removed from the vocabulary.

In the training module, LDA model and statistical language model will be trained by using pre-processed dataset as input. In LDA, posterior hidden variables $\theta$, $\beta$ and $z$ will be computed and stored. The language model will produce all relevant statistics related to the corpus such as term frequency in corpus and term frequency in a document.

The query module accomplishes retrieving documents of an event based on the combination of trained LDA model and language model.

Eventually, the relationship between event and economics will be set up by feature extraction from the related documents of an event, then applying normalized feature referencing using the extracted features.

### 4 System Manual

#### 4.1 User Guide

Following the design of the system and system architecture, the user interface consists of three main parts: preprocessing, topic modelling and event reference.
In the preprocessing function group as shown in figure 3, user can preprocess the document collection using the interface in the following steps:

– First, the source directory can be selected by clicking on the input field under the “Source Directory” label. The directory selected contains all the html documents that previous crawled by a web crawler.
– Second, four preprocessing techniques can be checked. These techniques include extracting main content from HTML files, snowball stemming, removing stop words and removing documents that have less than a certain number of words. The technique of extracting content from HTML is disabled because it is mandatory to adopt this technique in order to make the system work.
– Third, user can click the “START” button to kick out the preprocessing process. The process of preprocessing is displayed on the right side panel under the “Output” label.

Once the preprocessing is finished, the user can switch to the second function group “Topic Modelling”, which contains topic model training, topic model training results and query (event search). The user is able to finish the event search function by the following sequence of steps:

– Under the train label, user can click “START TRAINING” to start training the topic model based on the preprocessed text corpus.
– After the training is complete, the “SHOW TOPICS” button can be clicked to show the topics and the corresponding word distribution in topics. The “SHOW DOCUMENTS” button is used to show the topic distribution in each document.
– Under the “Query” label, a query string can be specified by the user in the input field under the “Query String” label. An average probability threshold for selecting the related documents is displayed in the input field under “Avg. Probability Threshold” label. This figure can be adjusted by the user to fit different text corpus.
– Finally, the user can click the “START QUERY” button to start searching for related documents to the query. Eventually, the document names and probabilities will be displayed on the output panel to the right.

Since the related documents of an event (query) are retrieved, we can now use the third function group “Reference” to find the economic articles related to the event.

– First of all, the economic directory under the “Economic Directory” label can be clicked to select the directory that contains all the economic HTML documents.
– Under the label of “Feature Extraction”, two parameters can be input by the user. The default value for “Maximum Features Allowed” is 15 and is recommended to remain unchanged. This figure set the maximum number of extracted features from the related documents of an event. The “Feature Probability Threshold” is the threshold value to pick the features, which can be adjusted by the user.
– After the parameters are set, the user can click “EXTRACT FEATURES” button to extract the features from the related documents of an event.
– Under the “Reference” label, the confidence value can be set to find the related economic articles to an event. The default value is 0.75.
– Eventually, the “START REFERENCE” button can be clicked to start the referencing process. The progress of processing is shown in the output panel on the right.
5 Conclusion and Future Work

We have developed a software system that is able to retrieve documents of an event based on user interest as well as finding the economic effects of the event. The system demonstrates its ability to reasonably accurately retrieve documents using topic modelling and statistical language model. A novel method regarded as Normalized Feature Referencing is proposed and implemented in order to find the economic effect of user specified event. The experiment results proves the effectiveness of the proposed method.

Many future works can be done to further improve the system. An online method could be applied to feed the news articles continuously to train the topic model and language model; Natural language processing could also be researched and applied in order to achieve a better performance of event reference.
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