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Abstract. In order to plan Solid Waste Management (SWM) in a sustainable way, 
accurate forecasting of solid waste generation and composition plays an im-
portant role. Predicting the amount of generated waste is difficult task because it 
is affected by various influencing factors. Recognizing these factors is essential 
for implementing waste management policies to reduce the amount of waste gen-
eration. In addition to population growth and migration, underlying economic 
development, household size, and employment changes would influence the solid 
waste generation interactively. The main objectives of this study are to identify 
significant factors influencing solid waste generation and to develop a model to 
predict solid waste generation in Sri Lanka. In this study, two predictive models, 
Multiple Linear Regression (MLR) Models and Artificial Neural Networks 
(ANN) were used. The MLR model which is a conventional method showed R2 
values of 0.750, 0.544 and 0.769 for Biodegradable, Non-Biodegradable and To-
tal waste, respectively. On the other hand, ANN model, a non-linear model 
showed R2 values of 0.846, 0.855 and 0.902 for Non-Biodegradable, Biodegrada-
ble and Total waste, respectively, which indicated higher predictive accuracy 
than MLR model. Therefore, in order to develop a prediction model with a higher 
predictive accuracy, ANN model is recommended. 

Keywords: Solid Waste Management, Solid Waste Generation, Forecasting, 
Influencing Factors, Multiple Linear Regression, Artificial Neural Networks 

1 Introduction 

Solid waste generation and management is a burning issue globally and it is extremely 
difficult for the planners and policy formulators to handle this issue. Improper manage-
ment of solid waste worsens the air quality which causes adverse effects to human 
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health. The Smart City concept especially has taken the initiative in reducing green-
house gases, using sustainable resources and managing energy resources efficiently. 
Developed countries have already adopted a holistic approach to waste management 
using an integrated solution for diversifying waste and retaining its sustainability. As a 
developing country, waste generation in Sri Lanka has rapidly increased over the past 
decade [1] due to growth of population, rapid urbanization, improved standards of liv-
ing and global technological developments [2]. Therefore, it is very important for Sri 
Lanka too, to take immediate measures for the effective management of waste genera-
tion. 

In the past, when open dumping was practiced, the main costs associated with waste 
management were the collection and transportation of waste. Open dumping at that time 
was not much costly, as the required land was freely available. However, it is now 
difficult to find sufficiently land for waste disposal because of its scarcity [1]. The prac-
tices commonly followed by some local authorities in Sri Lanka are open burning, land 
filling and open dumping of wastes even though these practices are not environmentally 
friendly. The conventional approach adopted by local authorities towards Solid Waste 
Management (SWM) is focused more on collection and disposal of waste, and no ef-
forts on its reduction and reuse. However, their last option would be to use the waste 
for landfilling. The general public with their attitude ‘we dump- they collect’ consider 
SWM to be the sole responsibility of the local authorities. Open dumps, in general, are 
low lying degraded lands which are used only for flood retention. The majority of these 
open dumps are left open, while few of them have a thin layer of soil applied on top for 
protection [1]. Another issue is that the nature and characteristics of the solid waste 
generated pose challenges to local authorities and collecting, sorting and disposing and 
require them to have additional resources and technological support to help them to 
manage waste.  

To provide reliable references for planning the future solid waste management and 
analyzing the potential of waste to energy utilization in Sri Lanka, the prediction of 
future waste generation quantity in the whole country is necessary and urgent to be well 
predicted. Therefore, the main objectives of this study is to identify significant factors 
influencing solid waste generation, to study the contribution of identified factors to 
waste generation and to identify methodologies used in other related studies, which can 
be used to predict solid waste generation in Sri Lanka. 

Section 2 gives a literature overview about multilinear regression and artificial neu-
ral networks applied to forecast of waste generation. Section 3 describes theoretical 
concepts used in the study. Section 4 includes the methodology and Section 5 describes 
the results and description. Finally, we give conclusions in Section 6 about the predic-
tion models devised to forecast of waste generation. 

2 Literature Review 

Successful planning of a solid management system mainly depends on the prediction 
accuracy of solid waste generation [3]. Knowing the nature of solid waste generation, 
such as its quantity and composition will vastly contribute for planning, operation and 
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optimization of Solid Waste Management System (SWMS) [4]. Prediction of waste 
generation is a very complex process, since it depends on many attributes both in quan-
titative and qualitative terms [5]. It has been found that the physical components of 
waste depend on the number of variables such as number of residents, household size, 
age groups, income, consumption pattern etc. [4]. Due to uncertainties and unavailabil-
ity of historical records regarding waste generation with relevant local authorities, data 
driven modeling methods are needed for its prediction [6]. Modeling can be used as a 
tool for the accurate planning and management of waste [3].  

2.1 Multiple Linear Regression Models 

There are many researches who have carried out regression analysis and time series to 
forecast solid waste generation. Yuwanwei et al, predicted waste generation in China, 
using a Multiple Linear Regression (MLR) model [7] using urban population, GDP and 
consumption level of residents as input variables. Otoniel et al forecasted residential 
and non-residential solid waste using MLR [8]. Zaini et al, predicted waste generation 
by studying the influences of different types of houses [9]. Sara, et al, predicted the 
amount of residential solid waste (RSW) by considering the influences of education, 
income per household, and number of residents [10]. Mohammad et al, predicted solid 
waste generation by considering number of employees, population, household income, 
and temperature [11]. Hoang, et al showed that per capita urban household waste gen-
eration is 70–80% higher compared to a rural household [12]. 

These models however require large number of historical data for prediction, even 
for a short period. In addition, the dynamic properties of waste generation cannot be 
fully characterized in these model formulations. To effectively handle these problems, 
a new analytical dynamic approach of addressing predictions of waste with reasonable 
accuracy, needs to be undertaken. 

2.2 Artificial Neural Networks 

Artificial Neural Networks (ANNs) are simplified computational models of the brain. 
They ANNs are capable of classifying patterns, clustering, approximating functions, 
forecasting and optimizing results [3]. 

Eduardo, et al. forecasted waste generation using an ANN using population, percent-
age of urban population, Years of Education, Number of Libraries and Indigent Popu-
lation as influencing factors [13]. Nayseang et al. predicted the future solid waste gen-
eration in Bangkok by employing a regression model and an ANN [3]. Results revealed 
that ANN model had better results having R2 value of 0.96 in comparison with the mul-
tiple regression model having R2 value of 0.86. Patel et al. forecasted municipal solid 
waste generation considering population of the town during current year, total received 
as tax, longitude, latitude as influencing factors [14]. Kumar et al. predicted waste gen-
eration using an ANN which uses Radial Basis Functions (RBFs) as activation func-
tions [15]. Kannangara et al. applied decision trees and ANN to build a model for ac-
curate prediction waste generation. Results indicated that ANN model had the best per-
formance [16]. Kontokosta et al. presented a new analytical approach which combines 
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gradient boosting regression trees and ANN models to estimate daily and weekly waste 
generation at the building scales [17]. Elmira et al. predicted the weekly waste genera-
tion using an ANN by considering number of trucks, personnel and fuel cost as influ-
encing factors [18]. Siti et al. predicted SWG using an ANN based on population 
growth factor [19]. David et al. developed Autoregressive Moving Average and the 
ANN models in forecasting of MSW generation [20]. Mohammad et al. evaluated the 
accuracy of the prediction of SWG by comparing between the results of the multivariate 
regression model and ANN is performed [21]. Jingwei et al. compared the performance 
of prediction of SWG using an   ANN and partial least square–support vector machine 
(PLS-SVM) [22]. Elmira et al. compared the performance of prediction of SWG using 
an ANN and Multiple Regression Analysis (MRA) considering types of trucks and their 
trips, number of personnel in per trips as influencing factors [23]. 

3 Theoretical Concepts 

3.1 Principal Component Analysis 

Principal Component Analysis (PCA) is a method of data reduction, which aims to 
identify a small number of derived variables from a larger number of original variables 
in order to simplify the subsequent analysis of the data [24]. The sequence of steps 
needed to be followed in PCA are stated below: 

1. Selection of influencing factors which affect the waste generation.  
2. Assessment of the suitability of data for the PCA using the Kaiser–Meyer–Olkin 

(KMO) measure of sampling adequacy and Bartlett’s test of sphericity [24]. It is a 
measure of how suited your data is for Factor Analysis. This test measures sampling 
adequacy for each variable in the model. KMO values between 0.5 and 1 indicate 
the sampling is adequate and values less than 0.5 indicate the sampling is not ade-
quate [24]. Bartlett’s test of sphericity checks for the hypothesis that the correlation 
matrix is an identify matrix, which means that all of the variables are uncorrelated. 
The score from Bartlett’s test of sphericity with significance at 95% (p < 0.05) is 
considered appropriate for the PCA.  

3. Kaiser’s criterion or the eigenvalues rule, i.e., only components with eigenvalues of 
1.0 or more are retained for further investigation was used to determine Principal 
Components PCs. PCA with Varimax rotation was used to facilitate interpretation 
of factor loadings Lik. Coefficients Cik, were used to obtain factor scores for selected 
factors. Factors with Eigen values greater than 1 were used to employ Multiple Re-
gression Model. 

3.2 Multiple Linear Regression (MLR) Model  

Factor Scores obtained from PCA, were used as independent variables for predicting 
waste generation [25]. 
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The regression equation is presented as:  

 𝑌𝑌 = 𝑎𝑎 + 𝑏𝑏1 ∗ 𝐹𝐹𝐹𝐹1 + 𝑏𝑏2 ∗ 𝐹𝐹𝐹𝐹2 + 𝑏𝑏3 ∗ 𝐹𝐹𝐹𝐹3 + 𝑒𝑒 (1) 

 where Y is the dependent variable (waste generation), a is regression constant (Inter-
cept), b1, b2 and b3 are regression coefficients of Factor Scores FS, e is the error term 
of the regression model. 

3.3 Artificial Neural Network 

A neural network is a mathematical representation inspired by the human brain and its 
ability to adapt on the basis of the inflow of new information [25]. They have the ability 
to approximate any nonlinear mathematical function, which is useful especially when 
the relationship between the variables is not known or is complex [26]. The most com-
mon type of ANN was tested in this research - the multilayer perceptron (MLP), a feed 
forward network that can use various algorithms to minimize the objective function 
[27, 28]. A simplified architecture of a MLP ANN is presented in Fig. 1. The input 
layer of an ANN consists of n input units with values xi, i =1, 2,..., n, and randomly 
determined initial weights wi usually from the interval [-1,1]. Each unit in the hidden 
(middle) layer receives the weighted sum of all xi values as the input. The output of the 
hidden layer denoted as Yc is computed by summing the inputs multiplied with their 
weights [29], according to Equation [2]: 

 𝑌𝑌𝑐𝑐 = 𝑓𝑓∑ 𝑤𝑤𝑖𝑖
𝑛𝑛
𝑖𝑖=1 𝑥𝑥𝑖𝑖 (2) 

where f is the activation function selected by the user (sigmoid, tangent hyperbolic, 
exponential, linear, step or other). 

 
Fig. 1. Structure of Neural Network 
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3.3.1 Activation Function.  

In ANN, the activation function of a node defines the output of that node given an 
input or set of inputs. There are some common activation functions; Linear Activation 
Function: Identity Function Non-Linear Activation Functions: Tangent hyperbolic 
function, Sigmoidal function 

3.3.2 Learning by Gradient Descent Optimization Algorithm Error Minimization.  
The learning rule of a perceptron in an ANN is that adjusts the network weights wmn 

in order to minimize the difference between the actual outputs yki and the target outputs 
tki. This difference can be quantified by defining the sum squared error function, 
summed overall output units i and all training patterns m:  

 E (𝑤𝑤𝑚𝑚𝑚𝑚  ) = 1
2
∑ ∑ (𝑡𝑡𝑘𝑘𝑘𝑘 − 𝑦𝑦𝑘𝑘𝑘𝑘)2𝑛𝑛

𝑖𝑖=1
𝑚𝑚
𝑘𝑘=1   (3). 

3.3.3 Hidden Nodes Selection in Hidden Layer.  
Deciding the optimum number of neurons in the hidden layer is an important process 

of building the neural network architecture, since hidden layers influence significantly 
on the final output. There are some various approaches to find out number of hidden 
nodes in hidden layer [30].  

Try and Error method is characterized by repeated, varied attempts which are con-
tinued until success or until the agent stops trying. According to Rule of thumb method, 
the number of hidden neurons should be in the range between the size of the input layer 
and the size of the output layer [30, 31]. 

3.3.4 Early Stopping Approach. 
This approach is implemented to avoid the network from overfitting with effective 

manner [32]. The first subset is implemented as the training set, which is used to ini-
tialize weights and biases to the network [33]. The second subset, validation set is used 
to monitor the error occurring though training procedure [32, 33]. The third subset, test 
set is not used during training, but used to assess performance [32].  

Sum of squared error (SSE) and relative error (RE) are calculated for both Training 
and Test sets. SSE provides an indication of the root mean square error (RMSE) which 
is a reliable method to measure performance of a neural network [34]. Rule of thumb 
is to increase the number of hidden neurons if the training error is more. If the training 
error is satisfactory, but test error is more, it is presumed that the training has led to 
over-fitting [34]. During training, the validation error generally decreases at the early 
phase, but when the network stars overfitting, the validation error increases [33]. 

MLR and ANN models have demonstrated their success in previous literature. 
Therefore, they are used in this study to develop predictive models and evaluate their 
performance. However, few researches have addressed waste management and, also in 
forecasting waste generation. Further, socioeconomic variables have been evaluated so 
far, but the impact of climatic factors is not assessed in previous studies. Thus, in this 
study, impact of climatic factors on waste generation is assessed along with socioeco-
nomic, demographic and geographic variables.   
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4  Methodology 

4.1 Data Collection  

In this study, daily waste generation data will be collected from fifteen local authorities, 
that are located at districts of Colombo and Gampaha. Data pertaining to the quantity 
and composition (sorted degradable waste and sorted non-degradable waste) of daily 
waste from 2012-2018 will be collected for the study.  

Socio-economic and demographic attributes were collected from the Census and Sta-
tistics Department. Weather and climatic attributes such as rainfall, humidity and tem-
perature were collected from the Department of Meteorology. Table 1 indicates the 
selected variables to develop the models. 

Table 1. Selected Variables for the Models 

TType of indicator Variables 
Waste-related indicator  Total solid waste generated (Biodegradable &  

Non-Biodegradable waste) 
Population indicators Male and Female population, Total population  

aged 0-19 years, Total population aged 20 & above 
Educational Attainment Primary, Secondary, GCE O/L, GCE A/L,  

Degree and above, No schooling 
Economic indicators Mean household income, Food expenditure, 

 Nonfood expenditure 
Employment status Unemployed , Employed, Economically not  

active population 
Weather indicators Rainfall, Temperature, Humidity 

4.2 Principal Component Analysis  

Initially, there were nineteen input variables. PCA was used as the preliminary step in 
the development of prediction model. The suitability of data for the PCA was assessed 
using the Kaiser–Meyer–Olkin (KMO) measure of sampling adequacy and Bartlett’s 
test of sphericity.  

Components with eigenvalues of 1.0 or more are retained for further investigation. 
PCA with Varimax rotation was used to facilitate interpretation of factor loadings Lik. 
Coefficients Cki were used to obtain factor scores for selected factors. Factors with 
Eigen values greater than 1 were used to employ Multiple Regression Model. 

4.3 Multiple Regression Model  

A step wise multiple regression model is developed using the factor scores obtained 
from PCA. 
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4.4 Artificial Neural Network  

ANN model is constructed with the multilayer perceptron algorithm. Predictor varia-
bles consist of Covariates which are scale dependent variables (nineteen numeric vari-
ables). Normalized method was chosen for the rescaling of the scale dependent varia-
bles to improve the network training. Further, a portion of 60:20:20 of the data is allo-
cated for training, test and validation sets, respectively. Moreover, Gradient Descent 
Optimization algorithm is used to estimate the synaptic weights. To decide the optimum 
number of hidden neurons, forward approach and Rule of thumb method is used. Then 
an optimum number of hidden neurons are selected when SSE and RE are minimized. 

5 Results and Discussion 

5.1 Results of PCA and MLR Model 

Table 2 shows the results of the KMO and Bartlett’s sphericity test.  Overall Kaiser’s 
measure of sampling adequacy is equal to 0.780, indicating that the sample size is ade-
quate to apply the PCA. The significance value of Bartlett’s sphericity test is less than 
0.05 and it also implied that PCA is applicable to our data set with P<0.05. 

Table 2. KMO and Bartlett's Test 

KMO of Sampling Adequacy. 0.780 

Bartlett's Test of Sphericity Sig.     0.000 

 
According to the results of PCA as shown in Table 3, out of seventeen principal com-
ponents only four principal components PC1-PC4, explaining 84.498% of variance, 
were retained. 

Table 3. Extraction of PCs  

Compo-
nent 

Extraction Sums of Squared Loadings 
Total % of Variance Cumulative % 

PC1 9.380 52.108 52.108 
PC2 3.181 17.674 69.782 
PC3 1.541 8.563 78.345 
PC4 1.107 6.153 84.498 

  
The principal component scores of selected PC1-PC4 shown in Table 4 are used as pre-
dictor variables for MLR. According to Table 4, variables Male, Female, Age_0-19, 
Age_20_and_above, Education_Primary, Education_Secondary, Educa-
tion_GCE_O/L, Education_GCE_A/L, Education_Degree_and_above, No_schooling 
and employed population are belong to PC1. Mean_household_income, Food_expendi-
ture and Non_food_expenditure belong to PC2, Weather attributes (Rainfall, 
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Temp_max and Relative_Humidity) belong to PC3. PC4 has only one variable, unem-
ployed population.  

Table 5 and 6 shows the coefficients and model summary, respectively for the three 
dependent variables (Biodegradable, Non-Biodegradable and Total waste). 

Table 4. Component Score Coefficient Matrix 

Dependent Variable Component 
1 2 3 4 

Male 0.111 -0.014 0.000 -0.014 
Female 0.112 -0.015 0.000 -0.017 
Age_0-19 0.104 0.003 -0.001 -0.011 
Age_20_and_above 0.110 -0.015 0.000 0.004 
Education_Primary 0.117 -0.022 0.003 -0.115 
Education_Secondary 0.113 -0.025 0.003 -0.117 
Education_GCE_O/L 0.100 -0.030 0.003 -0.125 
Education_GCE_A/L 0.095 0.002 0.003 0.130 
Education_Degree_and_above 0.083 0.017 0.004 0.194 
No_schooling 0.118 -0.081 0.006 -0.309 
Employed 0.113 -0.016 -0.011 -0.062 
Economically_not_active 0.110 -0.017 -0.001 0.003 
Mean_household_income -0.044 0.329 -0.035 0.356 
Food_expenditure -0.029 0.305 0.018 0.027 
Non_food_expenditure -0.022 0.305 -0.008 -0.026 
Rainfall -0.003 0.014 0.489 0.070 
Temp_max 0.030 -0.094 -0.440 -0.292 
Relative_Humidity 0.031 -0.103 0.465 -0.261 
Unemployed -0.023 0.021 0.083 0.527 
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Table 5. Coefficients for the MLR Models 

 
According to results of Table 6, it can be seen, that all variables are significant at the 

95% confidence interval. Equations for the dependent variables can be deduced accord-
ing to Section 2.1 equation [1]. 

Table 6. Model Summary 

Dependent Variable R R Square (R2) Adjusted R Square 

Biodegradable 0.866 0.750 0.750 

Non-Biodegradable 0.737 0.544 0.544 
Total 0.877 0.769 0.769 

 

 𝑌𝑌𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 46214 ∗ 𝑃𝑃𝑃𝑃1 + 3876 ∗ 𝑃𝑃𝑃𝑃2 + 2545 ∗ 𝑃𝑃𝑃𝑃3 + 11508𝑃𝑃𝑃𝑃4 + 27815 (4) 

 𝑌𝑌𝑁𝑁𝑁𝑁𝑁𝑁−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 29619 ∗ 𝑃𝑃𝑃𝑃1 − 21390𝑃𝑃𝑃𝑃2 + 1512 ∗ 𝑃𝑃𝑃𝑃3 + 9676𝑃𝑃𝑃𝑃4 + 31181 (5) 

 𝑌𝑌𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 75834 ∗ 𝑃𝑃𝑃𝑃1 − 17514 ∗ 𝑃𝑃𝑃𝑃2 + 1033 ∗ 𝑃𝑃𝑃𝑃3 + 21188 ∗ 𝑃𝑃𝑃𝑃4 + 58996 (6) 

Fig. 2, 3 and 4 shows the histograms indicating the distribution of residuals for the three 
dependent variables. 

 

Dependent Variable  

Unstand-
ardized Co-

efficients Sig. 

Biodegradable 
 
 
  

(Constant)  27815 0.00 
PC1  46214 0.00 
PC2  3876 0.00 
PC3  2545 0.00 
PC4  11508 0.00 

Non-Biodegradable 
 
  

(Constant)  31181 0.00 
PC1  29619 0.00 
PC2 -21390 0.00 
PC3 -1512 0.00 
PC4  9679 0.00 

Total 

(Constant)  58996 0.00 
PC1  75834 0.00 
PC2 -17514 0.00 
PC3  1033 0.00 
PC4  21188 0.00 
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Fig. 2.  Histogram of Frequency versus Regression Standardized Residual for  
Non-Biodegradable Waste 

 

 

Fig. 3.  Histogram of Frequency versus Regression Standardized Residual for Biode-
gradable Waste 
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Fig. 4.   Histogram of Frequency versus Regression Standardized Residual for Total Waste 

5.2 Results for the ANN Model 

For all modeling cases, all possible combinations of activation functions between the 
hidden layer and output layer have been tested and the results are tabulated in Table 7. 
According to Table 7, the hyperbolic tangent function for the hidden layer and sigmoid 
function for the output layer shows the least errors. 

Table 7. Sum of Squared Error SSE for different Combinations of Activation Functions 

Activation Functions Sum of Squared error 
Hidden Layer Output Layer Training Error Test Error 

  Sigmoid Identity 2354.090 752.044 
Hyperbolic tangent Identity 1825.334 634.947 

  Sigmoid Hyperbolic tangent  127.861  47.332 
Hyperbolic tangent Hyperbolic tangent  55.504  16.908 

  Sigmoid Sigmoid  39.147  16.233 
Hyperbolic tangent Sigmoid  15.527    4.595 

5.2.1 Optimum number of neurons in the Hidden Layer.  
After choosing the activation functions, the optimum number of neurons in the hidden 
layer is found by running the ANN by varying the number of hidden neurons from one 
to nineteen. Table 8 presents the sum of squared error values for training and test sets 
and average overall relative error values for training, test and validation sets, while 
varying the number of hidden neurons.  
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Fig. 5 and 6 indicates a graphical representation of the same. According to the simi-
larity of the above figures, it is proved that when there are eight hidden neurons, SSE´s 
and Average Overall Relative Error for training, test and validation sets are minimized. 
Further, test SSE, starts to go up after eight neurons, possibly indicating overfitting. 
Therefore, optimum number of hidden neurons for the ANN structure is eight. 

Table 8.  Sum of Squared Error and Average Overall Relative Error Values for Training and 
Test Sets 

No. of hidden 
neurons 

Sum of Squared Error Average Overall Relative Error 
Training 

Error 
Test  

Error 
Training 

Error  
Test 

 Error 
Validation 

Error 
1 27.296 9.673 0.259 0.275 0.241 

2 17.602 5.528 0.167 0.18 0.171 
3 16.202 4.930 0.155 0.147 0.166 
4 16.299 4.934 0.164 0.194 0.172 
5 25.35 8.406 0.153 0.142 0.154 
6 25.093 9.349 0.136 0.145      0.14 
7      39.68 16.469 0.15 0.171 0.138 
8 14.369 4.300 0.142 0.147 0.132 
9 23.488 7.816 0.142 0.151 0.135 
10 21.467 7.719 0.134 0.119 0.129 
11      23.86 8.496 0.141 0.141 0.164 
12 33.164  13.777 0.151 0.159 0.143 
13 16.921 5.223 0.143 0.142 0.152 
14 22.834 7.880 0.139 0.144 0.133 
15 21.302 7.228 0.143 0.176 0.155 
16 15.621 4.794 0.144 0.126 0.136 
17      21.62 7.288      0.18 0.17 0.179 
18 22.587 8.247 0.135 0.161 0.155 
19      30.84  10.692 0.142 0.126 0.128 
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Fig. 5. Sum of Squared Training Error SSE versus Number of Neurons in the Hidden Layer 
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 Fig. 6. Average Overall Relative Error of Training, Test and Validation Sets versus 
Number of Neurons in the Hidden Layer 

5.2.1 Features of the selected ANN Structure.  
Table 9 presents the network information of the chosen network structure. In the 

architectural point of view, it is a 19-8-3 neural network (nineteen independent varia-
bles, eight neurons in the hidden layer and three dependent variables). 
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Table 9. Network Information 

Input Layer 
Covariates 

1 Male 
2 Female 
3 Age_0-19 
4 Age_20_and_above 
5 Education_Primary 
6 Education_Secondary 
7 Education_GCE_O/L 
8 Education_GCE_A/L 

9 Education_De-
gree_and_above 

10 No_schooling 
11 Unemployed 
12 Employed 
13 Economically_not_active 
14 Mean_household_income 
15 Food_expenditure 
16 Non_food_expenditure 
17 Rainfall 
18 Temp_max 
19 Relative_Humidity 

Number of Unitsa 19 
Rescaling Method for Covariates Normalized 

Hidden  
Layer(s) 

Number of Hidden Layers 1 
Number of Units in Hidden Layer 1a 8 

Activation Function Hyperbolic tangent 

Output Layer 

Dependent 
Variables 

1 Nonbiodegradable 
2 Biodegradable 
3 Total 

Number of Units 3 
Rescaling Method for Scale Dependents Normalized 

Activation Function Sigmoid 
Error Function Sum of Squares 
a. Excluding the bias unit 

5.2.3 Summary of the ANN Model.  
The model summary in Table 10 shows information about the results of the neural 

network training. The sum of squared error is shows because the hidden and output 
layers use the hyperbolic tangent and sigmoid activation functions, respectively. This 
is the error function that the network tries to minimize during training. 
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Table 10. Model Summary 

Training 

Sum of Squares Error 14.369 
Average Overall Relative Error 0.136 

Relative Error for Scale Dependents 
Nonbiodegradable 0.160 
Biodegradable 0.149 
Total 0.102 

Stopping Rule Used 1 consecutive step(s) with no  
decrease in error 

Training Time 0:00:01.97 

Testing 

Sum of Squares Error 4.300 
Average Overall Relative Error 0.119 

Relative Error for Scale Dependents 
Nonbiodegradable 0.138 
Biodegradable 0.135 
Total 0.087 

Holdout 

Average Overall Relative Error 0.125 

Relative Error for Scale Dependents 
Nonbiodegradable 0.146 
Biodegradable 0.134 
Total 0.097 

 
The scatter plot of the observed against predicted waste for the test data set are given 

in Fig. 7, 8 and 9 for the Non-Biodegradable, Biodegradable and Total Waste respec-
tively, for the ANN model. The R2 values obtained are 0.846, 0.855 and 0.902 for Non-
Biodegradable, Biodegradable and Total waste, respectively. 

 

  

Fig. 7. Graph of Predicted versus Observed Waste for Non-Biodegradable Waste 
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Fig. 8. Graph of Predicted versus Observed Waste for Biodegradable Waste 

  

Fig. 9. Graph of Predicted versus Observed Waste for Total Waste 
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5.2.4 Importance of Independent Variables 
Table 11 shows the results of the Variable Important Analysis, which computes the 
importance and the normalized importance of each variable in determining the neural 
network. Fig. 10 shows a graphical representation of the normalized importance of pre-
dictor variables. The analysis is based on the training and testing samples. The im-
portance of an independent variable is a measure of how much the network’s model-
predicted value changes for different values of the independent variable. Moreover, the 
normalized importance is simply the importance values divided by the largest im-
portance values and expressed as percentages. From the following table, it is evident 
that GCE_A/L population contributes most in the neural network model construction, 
followed by economically not active and Degree and above population. 

Table 11. Independent Variable Importance 

Variables Importance Normalized Importance 
Male 0.059  49.7% 

Female 0.044  37.3% 
Age_0-19 0.063  53.6% 

Age_20_and_above 0.041  34.2% 
Education_Primary 0.021  17.6% 

Education_Secondary 0.024  20.2% 
Education_GCE_O/L 0.070  59.0% 
Education_GCE_A/L 0.119 100.0% 

Education_De-
gree_and_above_population 

0.113   95.5% 

No_schooling 0.028 23.4% 
Unemployed 0.031 26.3% 

Employed 0.083 70.4% 
Economically_not_active 0.114 96.5% 
Mean_household_income 0.026 22.1% 

Food_expenditure 0.064 54.3% 
Non_food_expenditure 0.023 19.5% 

Rainfall 0.006   4.8% 
Temp_max 0.040 33.9% 

Relative_Humidity 0.030 25.4% 
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Fig. 10. Normalized Importance 

6 Conclusion 

This study presents a systematic process to identify the significance of factors affecting 
waste generation and a methodology for developing solid waste generation models with 
various socioeconomic, demographic and geographic variables and climatic factors.  

PCA was carried out to investigate the influencing factors to waste generation and 
to avoid the effects of multicollinearity among them. Additionally, the regression rela-
tionships for estimating waste generation, based on the selected key factors from the 
PCA, are developed. The PCA shows four components of key factors that can explain 
at least up to 84.498% of the variation of all variables. Then an MLR analysis carried 
out with the factor scores obtained from PCA which showed R2 values of 0.750, 0.544 
and 0.769 for Biodegradable, Non-Biodegradable and Total waste, respectively. Neural 
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Network model is best fitted with R2 values of 0.846, 0.855 and 0.902 and lower RE 
values of 0.138, 0.135 and 0.087 for Non-Biodegradable, Biodegradable and Total 
waste, respectively. Therefore, ANN model which showed higher predictive accuracy, 
is concluded as the appropriate model. Further, it is concluded that Educa-
tion_GCE_A/L population contributes most in the ANN model construction, followed 
by Economically_not_active and Education_Degree_and_above_population. 

Data availability is a limitation of this study, however, despite the limited data, the 
proposed model reached satisfactory R2 and lower error values and learnt to model the 
desired output with a good accuracy. This study provides a reliable method for estimat-
ing solid waste generation, providing decision makers, useful information for waste 
management policy development. 
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